
 

 

Safeguarding Online Studies Against Bots: Information, Tips, and Guidance 

Any researcher planning to conduct any form of online data collection, especially via online 

surveys, should take precautions against “bots”. Bots are automated computer programs that 

are capable of independent functioning and the ability to emulate human responses. They are 

created by bad actors often looking to take advantage of research compensation or skew the 

results of studies. 

Bots pose as eligible participants and repeatedly submit responses at much faster rates than 

actual human respondents, capable of making several hundred submissions within minutes. 

Bots can be programmed to give a normal answer distribution across responses and use 

language from the survey to craft open-ended responses to elicit multiple payments from the 

study team in any studies with compensation. They can also be programmed to skew results by 

selecting specific options or writing specific written responses creating a large volume of 

submissions with data that may be biased, unreliable, or invalid.  

While bot activity will not occur on all online surveys or forms, any studies offering any type of 

compensation (e.g. gift cards, completion tokens, survey credit, etc…) are more likely to be 

targeted. Study teams have reported bot activity on surveys listed on frequently used research 

crowdsourcing sites such as MTurk and Prolific (among others). Researchers should be mindful if 

the link for the online survey is publicly listed. Bot scripts are ever evolving and creators of bots 

may adapt to safeguards that study teams have in place. Multiple approaches may be needed 

and constant vigilance from study teams monitoring incoming survey responses is strongly 

encouraged.  

See below for tips and guidelines for study teams conducting online research.  This is NOT an 

exhaustive list of all the types of safeguards but is simply a starting point for study teams. 

REDCap, Qualtrics, and various other survey hosting sites all have different options available – 

study teams should review all the fraud prevention tools offered to them by the survey site. Not 

all options may be relevant to every study. When building the survey online: 

o Enable CAPTCHAs and reCAPTCHA - the most basic level of security which 

involve asking users to identify letters or numbers that have been distorted or to 

identify basic images. This may be a pass/fail and those that do not pass are 

usually unable to either start or complete the survey. 

o Add challenge questions/attention checks throughout the survey to help spot 

bots or fraudulent responses. 



▪ Multiple attention-check questions such as "Pick the word that rhymes 

with dog" or “To answer this question, please choose D.” or “Who would 

drive a fire truck?” 

▪ Cross question validation - Similar questions at different points in the 

survey to check for consistency. They do not have to be related to the 

survey topic itself; it is just to help detect automated responses.  

• E.g., “What is your favorite color?” & several questions later 

“Earlier in the survey, what did you say was your favorite color?” 

▪ Consider asking the screener questions at the beginning and again at the 

end of the survey for consistency. 

o Add honeypot questions, hidden questions that a human wouldn’t see but a bot 

will see and answer. The content of the question is unimportant as the purpose is 

to identify a response where none should exist. 

o Ask open-ended questions to assess engagement. 

o If possible, randomize question order and response option order. 

o If recruiting multiple groups or on different platforms, add a unique identifier to 

the end of the URL to create unique links for each group.  

▪ E.g., If the study is recruiting from Reddit and Facebook, set up each post 

on each platform to have a unique end identifier. If one gets hacked, only 

the affected one needs to be shut down. 

o Depending on the identifiability of the data being collected, consider IP filtering 

(blocking repeated attempts from the same IP address) or turning on GeoIP 

(restricting the survey to a certain region of the world). IP addresses are 

considered personal identifiers; the collection of IP addresses means that the 

dataset is not anonymous. 

o Add a response limit or quota to prevent over enrollment. The quota must 

match your IRB-approved number of participants and should align with your 

project budget. 

• When reviewing the surveys: 

o Review the attention check, validation, and honeypot questions.  

o Review answers for consistency.  

o Identify if there are patterns in survey responses (e.g., only A is selected for every 

answer). 

o Review for duplicate open-ended answers over multiple surveys. 

o Review for incoherent/nonsensical open-ended answers. Please note that human 

participants can provide answers that the study team might not expect that may 

not be fraudulent. 

o Check time stamps. 

▪ Are there clusters of submissions at the same or similar times?  



▪ Are there patterns of any sort – an influx of submissions at a similar time 

daily? 

▪ Are surveys being completed in an unrealistic timeframe? 

• On study documents: 

o Protocol – Provide information about what controls and measures are taken 

regarding trying to mitigate bot infiltration as well as clear procedures for 

handling bot activity and fraudulent data: 

▪ How is suspicious activity defined by the study team?  

• E.g., answering 2/3 attention check questions incorrectly? 

Completed the survey in <1 minute? Responding to honeypot 

questions? Multiple surveys with the same open-ended answers? 

Impossible data values? 

▪ What will study teams do with surveys determined to be fraudulent? 

▪ If there is compensation involved, does the study team have enough time 

to review the surveys prior to providing compensation? 

▪ Prospectively create a data-cleaning protocol in your IRB protocol for 

identification of bots and fraudulent responses. 

o Consent form - Ensure that your consent form contains the SBU boilerplate bot 

language included in the latest version of the online consent form found in the 

myResearch library. 

o Recruitment material –  

▪ Refrain from posting specific compensation amounts in any fliers or 

postings about the study. Avoid using symbols like $, €, or £ in the public-

facing survey details. The total compensation must be stated in the 

consent form. 

▪ If posting to social media, consider posting recruitment information as 

images to avoid bot scraping and auto-filling. 

▪ Consider using a compensation raffle. 

▪ Consider using a public link for a screening survey to verify eligibility and 

detect bots before they affect your data. 
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