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Abstract of the Dissertation

Systematic studies of soft direct photon production in Au+Au collisions atpsNN = 200GeV

by

Benjamin Bannier

Doctor of Philosophy

in

Physics

Stony Brook University

2014

Direct photons are produced during all stages of a heavy-ion collision.
Due to their very small interaction cross section with the dense hadronic
medium, they can escape the collision almost undisturbed and transport
information about their production environment to a detector making them
an excellent probe in heavy-ion physics.

The observation of both a large yield and strong elliptical �ow v2 of
soft direct photons in heavy ion collisions at RHIC has sparked a lot of
interest. While a large yield seems to point towards abundant production
from the early, hot stages of the interaction, large elliptical �ow can be better
understood in a picture of predominately late production when the overall
�ow of the medium has built up. Telling di�erent production scenarios for
soft direct photons apart has be di�cult.

We map out the centrality-dependence of direct photon observables and
present results for dependence of the soft direct photon yield and�owas func-
tions of centrality in the momentum range 0.4GeV/c < pT < 5.0GeV/c
from a sample of externally converted photons. Here we exploit the good
momentum resolution of our detector for charged particles at low momenta
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and reconstruct photons in electron-positron pairs from conversions in spe-
ci�c locations in the detector material. We �nd that the yield of soft direct
photons has approximately a power-law dependence on the number of partic-
ipants in the collision, and that their �ow is en par with the �ow of photons
from hadron decays, indicative of relatively late production.
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Chapter 1

Introduction

1.1 Motivation
One of the central questions in Heavy Ion Physics is how strongly interacting matter
behaves under extreme conditions, i.e. at high temperatures or large densities. As more
and more energy is added to a hadronic system an exponential increase in the number
of resonances is observed [1, 2], which implies a limiting temperature TH ≈ 174MeV1

for the resonance picture of hadronic matter: when one approaches TH less and less
of the energy added to the system is used to increase its temperature but instead leads
to formation of a growing number of resonance states; this also implies that above TH
hadronic resonances cannot be the relevant degrees of freedom and a crossover or phase
transition to a Quark Gluon Plasma (QGP) phase is expected [3]. In the QGP picture
of hot hadronic matter the relevant degrees of freedom are colored partons (quarks and
gluons, or colored composite objects) instead of color-neutral resonances.

The Relativistic Heavy Ion Collider (RHIC) at the Brookhaven National Labora-
tory (BNL) was explicitly built to create QGP systems and study their properties. Experi-
ments at RHIC have collected compelling evidence for the production of a new strongly
interacting state of matter [4–7], i.a.

Elliptic �ow: The initial state in nucleus-nucleus collision with non-zero impact parame-
ter b 6= 0 is not spatially symmetric but instead almond-shaped, see Fig. 1.1. It has
been found that the momentum distributions of soft particles produced in heavy-
ion collisions depend on the emission angle with respect to the impact parameter
plane. Here the particle momenta are modi�ed by the collective velocity (�ow) of
particles. The observed e�cient transformation of initial state spatial anisotropies
into �nal state momentum anisotropies can be understood in a hydrodynamic pic-
ture which describes the producedmedium as a near-perfect �uid. There initial state

1The temperature is given here in the conventional units where the Boltzmann constant k ≡ 1.
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CHAPTER 1. INTRODUCTION

density anisotropies (density gradients) can be related to momentum anisotropies
(pressure gradients) with the help of the equation of state (EoS) of the medium.

Rapid thermalization: The observed correlation lengths of particles in heavy-ion col-
lisions, which can be accessed utilizing the Hanbury, Brown and Twiss (HBT)
method [8, 9], show that the relevant source radii are relatively small, indicating
thermalization of the medium on very short timescales, τ fractions of fm/c .

Jet quenching: High-energy jets passing through the medium are seen to be strongly
modi�ed, up to the point of them being completely quenched. This is indicative of
them interacting with a dense, strongly interaction medium.

b

∆φ

Figure 1.1: Collision geometry in a nucleus-nucleus collision in the transverse plane. Cir-
cles denote nuclei moving towards and away from the viewer with the beam direction
perpendicular to the paper. Due to their large momenta at RHIC nuclei appear strongly
Lorentz-contracted in the laboratory frame. The length of the dashed line connecting
the centers of the two nuclei de�nes the impact parameter b . Together with the beam
direction it de�nes the reaction plane. Emission angles∆φ of particles can be measured
against the reaction plane. The array shaded gray is the almond-shaped overlap region
with nucleons participating in the collision. For b = 0 its shape is circular and becomes
more asymmetric with increasing b . The amount of overlap determines the centrality of
the collisions: collisions with small b are called central, and those with large b (with still
overlapping nuclei) peripheral. Due to the Lorentz-contraction of the nuclei regions near
the top and bottom of the overlap region have lower densities than regions in the impact
parameter plane.

The probes used to study heavy-ion collisions can roughly be grouped into two cate-
gories,

Final state probes, which are typically soft hadrons produced late in the reaction and are
sensitive to the collective motion of the system. While soft hadrons are produced
during all stages of the collision their interaction cross sections with the hadronic
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1.2. DIRECT PHOTONS IN HEAVY-ION COLLISIONS

medium are large so that only hadrons produced late near the freeze-out surface can
escape the collision and reach detectors without interaction, and

Penetrating probes which carry information about the interior of the collision system.
They can be accessed by relating �nal state hadrons to partons or hadrons in the
medium, or be electromagnetic probes like leptons and photons which do not
participate in the strong interaction and can escape the collision with e�ectively no
�nal state interaction.

While �nal state probes allow to quantify the collective motion and to study correlations
to extract information aboutmedium properties, penetracting probes can be used to study
the full time evolution of the collision. The goal of this thesis is to study the production
of soft direct photons in heavy-ion collisions.

1.2 Direct photons in heavy-ion collisions
Photons are penetrating, electromagnetic probes produced during all stages of a heavy-ion
collision. Since photons carry no color charge they do not interact strongly with the
hadronic medium and carry information about their production environment practically
unmodi�ed to a detector. In heavy-ion collisions photons are produced in a number of
processes during all times of the collision, i.a.

1. In the initial hard scattering of partons in the colliding nuclei τ ∼ 0 photons are
produced primarily in hard scattering processes of partons like quark annihilation
q + q̄ → g + γ , quark-gluon scattering q(q̄) + g → q(q̄) + γ , quark-quark
scattering q + q→ q + q + γ and gluon fusion g + g → γ processes.

2. In the pre-equilibrium phase τ < 1 fm/c photons can be produced from quarks
in the medium.

3. In QGP and hadron gas phase τ ≈ 1− 10 fm/c photons can be produced in scat-
tering processes of the medium’s colored, strongly interacting degrees of freedom.

4. In the hadron gas phase after hadronization τ ≈ 10− 100 fm/c photons can be
produced in scattering processes involving hadrons, e.g. meson-meson and meson-
baryon Bremsstrahlung m+m→ m+mγ and m+B→ m+Bγ .

5. Photons are produced in decays of short- and long-lived hadrons, h→X γ .

Of particular interest aredirect photons, which are photons not originating fromdecays
of hadrons. While photons from hadron decays can be understood by studying the spectra
of hadrons, direct photons directly probe the conditions of their production environment

5



CHAPTER 1. INTRODUCTION

and carry information about e.g. the local temperature or �ow velocity. Similarly, photons
produced in hard processes can be understood by studying their production in elementary
collisions of hadrons like p + p ; their yield can be calculated by properly accounting for
the number of hard collisions Ncoll occurring in a particular heavy-ion collision which
allows to isolate medium-induced components of the direct photon measurement.

The direct photon yield
As a baseline testing our understanding of Quantum Chromodynamics (QCD) in heavy-
ion collisions, hard photons with large momenta have been measured, see Fig. 1.2. These
photons carry too much momentum to be produced from late scattering processes of
hadrons or from hadron decays; instead they are predominately created in early, hard
scattering processes involving partons. The yield of hard photons with pT > 5GeV/c
produced in Au+Au collisions is experimentally consistent with the yield expected from
interactions in the vacuum as observed in p + p collisions when taking the number of
binary collisions among nucleons Ncoll into account.

Figure 1.2: Nuclear modi�cation factor RAA for a number of di�erent probes in most
central Au+Au collisions [10]. Photons are plotted as open squares. RAA is the ratio of
the yield seen inAu+Au collisions to the yield from p+ p collisions scaled by the number
of binary collisions Ncoll in Au+Au. High pT photons behave like expected from p + p
collisions, i.e. their RAA is consistent with unity.

The situation is di�erent for soft, low momentum photons that can be produced in
all processes listed above. To isolate medium-induced e�ects one typically removes the
sizable contribution from hadron decays and directly examines the direct photon signal.

6



1.2. DIRECT PHOTONS IN HEAVY-ION COLLISIONS

If the momentum of the photons is not much larger than the typical energy density, but
still large compared to the typical local velocity of the medium, their properties can on a
simplistic, macroscopic level be understood with an analogy to a black body radiator. One
expects their yield to depend on the temperature analogous to a Stefan-Boltzmann law

j ∝ T 4 (1.1)

where j is the radiated power andT the temperature of themedium, so that hotter, earlier
phases of the interaction should produce the bulk of the photon yield. The momentum
spectra would be described byMaxwell-Boltzmann-like distributions

dN (pT )

dpT

∝ e−c pT /T (1.2)

where pT =
q

p2
x + p2

y is the transverse momentum of the photon, c the speed of light,
N (pT ) the yield of soft photons in the interval [pT , pT + dpT ] and the inverse slope
T the typical temperature of the radiating medium in energy units (i.e. we set k ≡ 1).
The framework for more realistic models is outlined in Section 1.3. Figure 1.3 shows
the measured momentum spectra of photons down to pT ≈ 1GeV/c [11]. While the
hard part of the spectrum pT > 3GeV/c is described well by the expectation from hard
processes the low-momentum part of the spectrum shows a clear enhancement with
exponential shape over the expectation from p + p . Given the T 4-dependence of the
photon yield of a black-body radiator it is natural to assume that the additional photon
signal at low pT in heavy-ion collisions is predominately due to emission from the earliest,
hottest times of the interaction. Indeed, analyses of the inverse slopes in Au+Au extracted
T = 221± 19(stat)± 19(syst)MeV [11] and in Pb+Pb T = 304± 51(stat+sys) [12],
both well above TH ≈ 174MeV, all indicative of soft photon production happening
predominately early in the interaction.

The direct photon �ow
Another axis to understand the production of soft photons is their correlation with the
collision geometry. In o�-central heavy-ion collisions the overlap region of the nuclei is
not symmetric in the azimuthal angleφ but instead of almond shape. With the direction
of the impact parameter plane at φEP = ψ de�ning the event plane, and the angular
di�erence between the photon and the event plane direction∆φ=ψ−φ one can write
the correlation functions as

dN

d(∆φ)
=N0

 

1+
∞
∑

n=1

2vn cos(n∆φ)

!

(1.3)
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CHAPTER 1. INTRODUCTION

(a) Invariant yield or cross section of direct photons
in p + p and Au+Au collisions [11]. The dashed
lines show a modi�ed power-law �t to the p + p
data, scaled by the number of binary collisions Ncoll.
The black lines are �ts to the Au+Au data with an
exponential plus the �xed Ncoll-scaled p + p �t.

(b) Invariant yield of direct photons in Pb+Pb collisions [12].

Figure 1.3: Invariant yield or cross section of direct photons in p+ p , Au+Au and Pb+Pb
collisions [11, 12]. In heavy-ions systems a clear enhancement of the soft direct photon
signal is seen which has roughly exponential shape.
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1.3. MODELS OF DIRECT PHOTON PRODUCTION

where N is the photon yield in the interval [∆φ,∆φ+ d∆φ], vn a number of Fourier
coe�cients and N0 a constant. For photons completely uncorrelated with the event plane
one would expect that all∆φ are equally probably, i.e. all vn = 0. Light hadrons on the
other are known to show strong correlation with the event plane with v2 up to 0.2 . . . 0.3,
which is understood in a hydrodynamic picture as transformation of initial spatial aniso-
tropies (density gradients) into momentum anisotropies (pressure gradients) manifest
in non-�at∆φ distributions happening on relatively long timescales on the order of a
couple of fm/c . Consequentially for photons produced early in the collision one would
expect small vn since the �ow of the medium has not yet fully developed. On the other
hand, direct photons produced in the hadron gas phase are emitted from an already
rapidly �owing medium which makes them appear strongly Doppler blue- or redshifted
in frequency in the laboratory rest frame when observed along the collective direction of
motion of their production environment; by this the collective �ow of the hadron gas is
imprinted on the photons it produces. In Fig. 1.4 we show results for the elliptical �ow v2
measured in Au+Au collisions [13] where one found v2 of direct photons to be as large as
the �ow of hadrons. In the conventional picture of �ow buildup taking a couple of fm/c
large direct photon �ow would indicate that photons are produced late in the interaction.

1.3 Models of direct photon production
A nuclear collision goes through a number of di�erent phases, see the listing on Page 5,
with photons being produced at all times. Realistic models of photon production di�er
in how they prepare the initial state of system, evolve it during the di�erent phases and
model their typical interactions, and in how they interpolate di�erent physics descriptions
during transition periods. An extensive review of the di�erent models is given in Ref. [14]
from which we recall the crucial ingredients in the following.

The initial state

In the initial state of the collision of two heavy ions the two nuclei appear strongly Lorentz-
contracted in the collision rest frame. Depending on the centrality of the collision the
nuclei overlap to di�erent degrees with large densities in the overlap region. To describe
the distribution of partons in the initial state, Glauber or saturation-inspired descriptions
are used. For Glauber initial conditions the initial state of the collision is given by smooth
nuclear density pro�les inside thenuclei (opticalGlaubermodels) or by randomly sampling
the initial distribution of individual partons in the colliding nuclei (Monte Carlo Glauber
models) [for a comprehensive review see e.g. 15]. In saturation-inspired models [16, 17] the
initial state is determined in terms of overpopulated color �elds in the strongly accelerated
colliding nuclei before the collision. Models allow for event-by-event �uctuations in the
initial conditions to varying degrees.
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Figure 1.4: Direct photon elliptical �ow v2 in Au+Au collisions [13]. The left column
shows results for pions (black circles) and inclusive photons (red squares). The right col-
umn show results for direct photons after subtraction of the contribution from hadron
decay photons. The di�erent rows show results for minimum bias , most central 0-20%,
and mid-central 20-40% collisions. The direct photon v2 is as large as the pion v2.
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Dynamic evolution during the QGP and Hadron Gas phases

Models can roughly be classi�ed into three categories by how the dynamics of the system
are described,
Transport models [18, 19] use solutions of the microscopic transport equations (e.g. Ka-

dano�-Baym or Boltzmann transport equations) to describe the transport of the
individual partons or hadrons of the medium from which the collective behavior
emerges; parameterizations or extrapolations of scattering cross sections for all
considered particles are a crucial ingredient for transport models.
In Fig. 1.5 we show as an example results for the direct photon yield and �ow
calculated in the PHSD framework [19]. Since the model explicitly tracks single
particles and all their microscopic interactions the authors were able to explicitly
examine the individual contribution of each process to the total yield. Similarly,
the microscopic treatment of interactions allows to study the dependence on the
input parameters of the model, e.g. extrapolated and unmeasured scattering cross
sections between hadron resonances.

Fireball models [20, 21] parametrize the collective motion and time evolution of the me-
dium. Photon emission rates in each phase of the collision are also typically para-
metrized.
An example comparison of the �reball model by van Hees, Gale, and Rapp [21]
and experimental data is shown in Fig. 1.6. To constrain the dynamic and �ow
evolution of themedium themodel input was tuned for two di�erent temperatures,
T ' 170MeV and T ' 100MeV with the assumption that dynamics and �ow
of the medium at the lower temperature is responsible for momentum and �ow
properties of light hadrons measured experimentally, and similarly the state of the
medium at the higher temperature re�ected in the �nal state properties of multi-
strange hadrons. This calculation uses photon rates in leading order in the (running)
strong coupling constant; photon rates in the hadron gas phase are calculated in
an e�ective theory using a large set of mesonic and baryonic states embedded in a
thermal heat bath of hadrons. This calculation does not include Bremsstrahlung
processes likeππ→ππγ .

Hydrodynamic models [22–26] describe dynamics in terms of ideal or viscous �uid dy-
namics in either (2+1)-dimensions in the transverse plane, or in the full (3+1)-di-
mensional space; here transport coe�cients of the medium are crucial inputs.
As an example we show predictions for the direct photon yield and �ow from an
ideal hydrodynamic model by Holopainen, Räsänen and Eskola [27] in Fig. 1.7.
In the hydrodynamic picture of the evolution the authors can study the e�ect of
di�erent equations of state and di�erent assumptions for photon emission rates on
the direct photon observables.
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All types of models constrain or tune their input parameters to experimental results,
currently typically the yields and anisotropies of light or strange hadrons.

(a) Predictions for the direct photon yield in
minimum bias Au+Au collisions. The full line
denotes the summed yield from all contribu-
tions. The PHENIX data is shown with full
circles. Note that the authors include contribu-
tions of certain mesons in their direct photon
signal which are not included in the experimen-
tal data.

(b) Predictions for the direct photon elliptic
�ow v2 in minimum bias Au+Au collisions.
The dashed lines are predictions for real direct
photons calculated with di�erent techniques,
see the reference.

Figure 1.5: Direct photon yield and elliptical �ow v2 in minimum bias Au+Au collisions
in the transport model by Linnyk, Konchakovski, Cassing and Bratkovskata [28].

Phase transitions

As the rate for photon production is di�erent in the di�erent phases of the interaction
how transitions from one to another description are implemented is an important detail
for the overall sample of photons predicted. The transition between theQGP and hadron
gas phase is typically implemented as rapid cross-over process. Photon production rates
are either interpolated in a temperature interval around the transition point or rapidly
switched.

1.4 The direct photon �ow puzzle
The apparently con�icting information extracted from direct photon measurements has
been dubbed the direct photon flow puzzle. While the observed large direct photon yield
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Figure 1.6: Comparison of the �reball model by van Hees, Gale and Rapp [21] to the
PHENIX results for the direct photon yield [11] (left column) and elliptical �ow v2 [13]
(right column) for two centrality classes. The predicted summed yield from all sources is
given by the full line. The di�erent model predictions for v2 model (a) and (b) are using
di�erent parameterizations for the contribution from hard (primordial) processes.
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(a) The direct photon yield. The left panel shows power law and exponential+power law �ts to
the data. The right panel shows predictions from the model.

(b) Predictions for the direct photon elliptical �ow v2. R92 and TRG are two di�erent models
for photon emission rates in the hadron gas phase, while eosQ, eosL170 and eosL200 are di�erent
EoSs, see the reference for details. The direct photon v2 is sensitive to the model assumptions.

Figure 1.7: Direct photon yield and elliptical �ow v2 in central Au+Au collisions as pre-
dicted in the (2+1) ideal hydrodynamic model of Holopainen, Räsänen and Eskola [27].
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seems in the black body analogy indicative of early emission while the medium is hot, their
large elliptical �ow suggest late production from a hadronic medium whose �ow has been
build up.

Successful models of direct photon production need to describe both the yield and
the �ow of direct photons, but existing models have di�culties reaching consistent results
in that typically both the elliptical �ow and even more so the yield of direct photons are
underpredicted by factors of two or more [19, 21, 26]. We have shown comparisons of a
few example calculation and data in the previous section in Figs. 1.5 to 1.7. Currently a
number of novel approaches are discussed to reconcile models with the experimental data,
i.a.

• saturation physics-inspired Glasma models which predict a larger yield of photons
originating from the pre-equilibrium phase than conventional models [29],

• �uctuations leading to less smooth initial conditions could create hot and cold spots
which when evolved pre-equilibrium can produce �ow early in the interaction [24,
25],

• the strong magnetic �elds produced in heavy-ion collisions might lead to additional
photon production due to the Chiral Magnetic e�ect [30] or Magneto-Sono-Lumi-
nescence [31],

In addition existing frameworks are being reexamined to ensure that e.g. interaction cross
sections are up-to-date with the current understanding, or that the modeled quantities do
conceptually seamlessly map onto the experimental quantities [14].

To provide additional experimental constraints soft direct photon production can be
studied depending on the size of the produced medium (i.e. its dependence on centrality
in a heavy-ion system) or with di�erent initial conditions (i.e. in systems like d+Au or
Cu+Au), so that the relative contributions of the di�erent mechanisms of direct photon
production vary. A successful model should be able to not only simultaneously describe
the yield and�owof direct photons inAu+Au collisions, but also its dependence on system
size and initial conditions. The goal of this thesis is to study the centrality-dependence
of both the direct photon yield and anisotropies. We will use a method using converted
photons to extend the covered momentum range to much lower momenta.
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Chapter 2

The PHENIX experiment

PHENIX is a large, multipurpose experimental setup installed at the Relativistic Heavy
Ion Collider (RHIC) at the Brookhaven National Laboratory (BNL), built speci�cally to
study properties of nuclear matter in A+A, d+A and p + p collisions with hadrons or
electromagnetic probes like leptons and photons, as well as to investigate the spin structure
of the proton. The detector consists of many specialized subsystems that can perform
dedicated measurements, see the schematic drawing in Fig. 2.1 for a global view. Based on
their location along the beam axis subsystems are roughly grouped into the central arms,
and forward (muon) arms. Additionally, other subsystems measure global properties of
the collision like e.g. the time of the collision, its vertex or the particle multiplicity. A very
detailed description of the detector is given in [32–38]; in the following we give a brief
summary of the global detectors and subsystems used to measure charged particles and
photons at midrapidity in 2010.

2.1 Global detectors
The global detectors [36] measure global properties of the event like the time of the
collision, its location along the beam axis, or the multiplicity of charged particles. This
information is used later to e.g. correlate time information from di�erent subsystems, to
reconstruct the trajectories of charged particles, or to classify the centrality of the collision
and to the characterize the initial geometry. The locations of the di�erent global detectors
are shown schematically in Fig. 2.2 as a function of their location in pseudorapidity η=
− ln

�

tan
�

θ
2

��

.

The Beam-Beam Counters
TheBeam-BeamCounters (BBCs) are used to provide a global time of the collisionwhich is
used e.g. as a primary trigger, and tomeasure the collision vertex along the beam axis z . The
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Figure 2.1: Schematic overview of the PHENIX detector setup in 2010. The top panel
shows the central arms with the beams running perpendicular to the page with the inter-
action point in the middle of the detector. The bottom panel shows a side view where
the beams enter from the left and collide in the center.
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two BBCs are installed±144cm from the nominal interaction vertex around the beam
pipe. Their acceptance covers the full azimuth and a pseudorapidity range 3.0< |η|< 3.9.
Each BBC consists of 61 2.54 cm×2.54 cm photomultiplier tubes mounted on top of 3 cm
quartz crystals which act as Cherenkov radiators. In central Au+Au collisions each element
is hit by∼ 15 particles. Averaging the hit times from each element in a single BBC gives an
average arrival time of particles along the beam axis with time resolutions on the order
of 60 ps. From the known distance between the BBCs and the arrival times measured
in each detector the time of the collision and its vertex along the beam axis zvertex can be
calculated. The time information is used to trigger recording of the event with the LVL1
trigger; the vertex position is used in the reconstruction of particle trajectories. To classify
the centrality of the collision its monotonic relation to the total charge collected in both
BBCs is used. Here the underlying argument is that as collisions become more central, i.e.
b → 0, more nucleons participate in the collision and consequentially more particles are
produced. By grouping events by the charged collected in the BBC centrality classes can be
formed, see Fig. 2.3. Experimentally a certain centrality value quanti�es howmany events
are more central, i.e. create more particles and so also more charge in the BBC, e.g. for a
collision classi�ed as 40%more central, 40% of events produce more particles in the �nal
state. In this de�nition of centrality equally wide classes of centrality contain the same
number of events. By recording the BBC charge sum from each event centrality classes
can be mapped to BBC charge sum values via the cumulative distribution of the charge.

TheMuon Piston Calorimeters
The Muon Piston Calorimeters (MPCs) [40] are two electromagnetic calorimeters in-
stalled±220cm from the nominal interaction vertex along the beam axis. Both the north
and south detectors cover the full angle in azimuth; the north detector can measure in the
pseudorapidity range 3.1< η< 3.9 and the south detector in−3.7< η<−3.1. They
consist of PbWO4 towers 2.2 cm×2.2 cm large and can be used to measure photons or
charged particles at very forward pseudorapidities. We here use the MPC to measure the
event planes of the collision: in the transverse plane each tower in the MPC is located in a
certain transverse directionφk from the interaction vertex. The n-th order event plane is
then given experimentally by the weighted average of anglesφk with periodicity 2π

n ,

ψn =
1

n
tan−1

 ∑N
k=1 wk sin(nφk)

∑N
k=1 wk cos(nφk)

!

. (2.1)

Here the weights wk are the energies measured in each tower k . The calculation of the
event planes is here performed in terms of towers, but just for an additional drop in
e�ciency would give equivalent results when carried out with reconstructed clusters
corresponding to particles. This uses the angular anisotropies of particles observed in
the detector to relate back to the event plane (e.g. for n = 2 the impact parameter plane).
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Figure 2.2: Schematic overview of the locations of global detectors. The horizontal axis
shows the extent of each detectors in terms of its coverage in pseudorapidity η which
is related to the polar angle θ by η = − ln

�

tan
�

θ
2

��

. The central arms measure in
the pseudorapidity range indicated by the dashed box. The black line gives a schematic
overview of the pseudorapidity distribution of charged particles emitted in an Au+Au
collision.

Figure 2.3: Determination of centrality from the BBC charge sum [39], here showing an
example for 2007 Au+Au data. Events are classi�ed by the amount of charge collected in
the BBC with each centrality class containing an equal fraction of the recorded events.
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The quality of the event plane determination depends on the number N of particles used
like
p

N so that the small particle multiplicity at very forward pseudorapidities limits the
event plane resolution in the MPC. Since anisotropies of particles are used to quantify
the event plane, the resolution is also directly proportional to the �owmagnitude.

The Reaction Plane Detectors
The Reaction Plane Detectors (RXPs) [41] were designed speci�cally to address shortcom-
ings in measuring the event planes in the MPC, speci�cally the limits on the resolution of
event plane measurements imposed by very lowmultiplicity in forward directions. The
RXPs were installed at less forward locations covering pseudorapidities 1.0< |η|< 2.8
and full azimuth. The detectors are located±39cm from the nominal interaction vertex
along the beam axis. Each detector consist of 24 scintillators detecting traversing charged
particles, and are arranged in two concentric circles around the beam axis, c.f. Fig. 2.4.
The scintillators closer to the beam pipe are collectively referred to as the inner and the

Figure 2.4: Schematic diagramof the reaction plane detectors, showing one detector [41].
The beampipe goes through the hole in the center of the detector aroundwhich the scin-
tillator paddles of the detector are arranged in concentric circles. The inner reaction plane
detector is shown in red, the outer in blue. Numbers give dimensions of the scintillator
in cm.

ones further as the outer RXP, and cover ranges in pseudorapidity 1.0< |η|< 1.5 and
1.5 < |η| < 2.8, respectively. To additionally increase the charged particle multiplicity
the collision-facing sides of the RXP detectors are covered with lead converters of 2 cm
thickness which cause production of conversion electrons from otherwise undetected
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photons. The event planes are measured with the same method as for the MPC, i.e. from
raw hits in the detector and Eq. (2.1). Due to the substantially larger particle multiplicity
in its rapidity range the resolution of the RXP is about a factor 2 better than that of the
MPC, see Section 4.2.1.

2.2 Central arm detectors
The central arm contains the detectors to identify and measure charged particles and
photons at midrapidity |η| < 0.35. Going outside in radius from the beam axis the
detectors are the cylindricalHadron-BlindDetector (HBD)used for electron identi�cation
followed by region of strong magnetic �eld which bends trajectories of charged particle.
Detectors further out are split into two functionally similar arms with cover∼ π/2 in
azimuth and are used to reconstruct trajectories of charged particle and photons. The
so called west arm covers roughly the azimuthal range−π

4 <φ<
π
4 while the east arm

measures in 3π
4 <φ<

5π
4 .

Magnet
The momenta of particles produced in heavy-ion or elementary particle collisions are
typically measured via the curvature of their trajectories in a strong magnetic �eld where
the Lorentz force exerted by the magnetic �eld forces charged particles to move on curved
trajectories. For homogeneous �elds particles would move on circular trajectories with the
radius directly proportional to the particle momentum.

In PHENIX a strong axial magnetic �eld [38] is used to bend trajectories of particles
emitted at midrapidity in the transverse plane. The �eld is supplied by two sets of inner
and outer coils located outside of the central region along the beam axis. Flux is returned
with a return yolk located outside of the detector at R> 3m. The inner and outer coil can
be operated so that their �elds add (“++” con�guration) or so that they partially cancel
(“+−” con�guration). For the 2010 run the HBD detector which cannot be operated
in strong �elds was installed around the beam pipe, so the magnet was operated in the
+− con�guration with a minimal �eld out to a radius of R = 50cm. At a radius of
R ≈ 1m the �eld reaches its maximal value of approximately 3.5 kG and then decrease
until in becomes very small at R= 2.5m, supplying a total �eld integral of approximately
0.78 Tm.

The Hadron-Blind Detector
The Hadron-Blind Detector (HBD) [42] is a Cherenkov detector installed around the
beam pipe. The detector consists of a cylindrical volume of radius R= 50cm �lled with
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CF4 gas acting as the radiator, followed by a series of gas electron multipliers (GEMs) am-
plifying the photon signal which is then measured in CsI photocathodes evaporated onto
the detector surface and passed along for processing by readout electronics of radiation
length X /X0 = 2 to 3% at a radius R≈ 60cm. In this analysis we use the HBD solely as
a spatially well-de�ned source of photon conversions in its readout electronics and their
mounts.

The primary design goal of the HBDwas to identify photon conversion pairs γ →
e+e− originating in the beam pipe and electron pairs fromπ0 Dalitz decaysπ0→ e+e−

which are the main source of background in dielectron measurements. Since the inside of
the HBD is practically �eld-free these pairs would be observed in the HBDwith minimal
opening angle, i.e. lead to HBD clusters containing double the signal seen for single
electrons.

The tracking detectors
The Drift Chamber (DC) and Pad Chamber (PC) [both described in 33] are the primary
detectors used to reconstruct trajectories of charged particles in PHENIX. In this section
we �rst introduce the detectors and then discuss how trajectories of charged particles are
reconstructed.

The Drift Chambers

The Drift Chambers (DCs) consists of two identical detectors located in the east and west
half of the central arm. Trajectories are measured by collection ionization charge when a
charged particle traverses the gas in the DC which consists of equal amounts of argon and
ethane and 1% of C2H5OH. The drift chambers are operated at radii 2.0m< R< 2.4m
where the residualmagnetic �eld is less than0.6kG and extend±180cm in the z-direction.
Each detector is segmented into north and south halves consisting of 20 equal sectors
covering 4.5° inφ each where combinations of adjecent sectors in the north and south are
read out by the same electronics and are referred to as board. In each sector multiple layers
of wires at constant azimuthφ are used to create and shape an electric �eld causing drift
of ionization to dedicated sense wires, see Fig. 2.5 for a schematic overview of a sector. The
X1 and X2 wire layers run parallel to the beam axis and are used to measure trajectories in
radius r and azimuthφ and are followed by the U and V layers running at angles±6° to
the X wires which are used to constrain the positions of trajectories along the z-direction.
With the used wire layout each wire has a spatial resolution< 120µm in the r −φ plane.

The drift chambers use the charge of fast moving electrons from ionization as a signal.
As a charged particle moves through the chamber it ionizes gas molecules creating both
positively charged ions and electrons with negative charge. Due to their higher mobility
electrons move much faster than the heavier ions and create an avalanche as they approach
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Figure 2.5: Schematic overview of a single drift chamber sector [33]. The left panel shows
the positions of the di�erent wire planes along the beam axis; the right panel the wire
orientations when viewed from the top. In the middle positions of the di�erent wire
types are shown. Filled circles and open squares denote the position of wires used to
create or shape the electric �eld, wires denoted by open circles are used to collect and
measure the ionization.
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the anode wire, thus leading to an ampli�cation of the signal [43]. To properly integrate
the charge from electrons (a short integration window of only 6 ns is used) an accurate
determination of wire timing o�sets and a calibration of the electron drift velocity are
crucial. In PHENIX this calibration is performed automatically for each data collection
run of roughly 50min to account for changes in environmental conditions a�ecting the
drift velocity, i.e. changes in pressure, temperature or the gas mixture. Here we measure
an average arrival time of fast electrons and the maximal time needed by ions for each layer
in every sector from which one can calculate both speci�c drift velocities and zero points
of the time. After calibration the single wire e�ciency reaches∼90-95% and track �nding
e�ciency is∼99% in detector areas with all wires operational.

The Pad Chambers

The Pad Chambers (PCs) are multiwire proportional chambers arranged in three layers of
increasing radius outside of the drift chambers. In this analysis only information from
the �rst layer (PC1) is used which is positioned just outside the drift chamber. Each pad
chamber contains one layer of anode wires sandwiched between two cathode planes and is
�lled with a gas mixture. As a charged particles moves through the gas it creates ionization
which drifts to the anodes or cathodes. One cathode is �nely segmented in z and φ
direction and instrumented so that collected charged can be read out providing position
measurements. We use hit information from the PC1 to constrain the quality of tracks
reconstructed in the drift chamber.

Track reconstruction

To reconstruct the trajectories of charged particles primarily information from the drift
chambers and the PC1 is used in a combinatorial Hough transform assuming that all
tracks originate from the nominal interaction vertex as measured in the BBC. For all
combinations of hits in the X1 and X2 layers of the drift chamber two angles α andφ as
de�ned in Fig. 2.6 are calculated. A greedy algorithm then identi�es clusters in the Hough
space (α,φ) where clusters in Hough space correspond to track candidates. The track
candidates are then spatially constrained further by associating with hits in the UV layers
and in the PC1 around the direction of the track candidate. The quality of a track is given
by whether it could be associated uniquely with hits in the UV layers and/or the PC1. To
calculate the transverse momentum pT and initial angleφ0 before entering the magnetic
�eld for a particle, a look-up table mapping α, and θ andφ at the reference radius to the
initial direction and pT is used; values between stored entries are interpolated with splines.
The used look-up table was �lled by a simulating transport of individual particles with
pT > 170MeV/c through the �eld for experimentally relevant emission anglesφ0 and θ.
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Figure 2.6: De�nitions of angles used in tracking, [44]. Here the polar angle φ is the
location of the intersection of line connecting hits in the X1 and X2 layers in the drift
chamber and a cylinder with a reference radius R = 2.2m. The angle α is the relative
orientation of the hit line to theφ direction in the transverse plane.

The Ring-Imaging Cherenkov Detectors

The Ring-Imaging Cherenkov Detectors (RICHs) [34] are one of two primary detector
systems used for electron identi�cation (the other being the electromagnetic calorimeters
described in the next section). Each RICH is located in one central arm between the PC1
and PC2 and consists of large CO2 volumes and two spherical mirrors focusing Cherenkov
light onto photomultiplier readout planes located on top of the PC1 in the north and
south direction. The gas is chosen so that electrons emit Cherenkov radiation at all
relevantmomentawhile themain background, charged pions, do only start to radiate until
pT > 4.65GeV/c . An electron emits on average 12 photons with a ring diameter of about
11.8 cm. With reconstructed tracks pointed towards theRICHmirror surface as seeds a ring
search algorithm can then identify hits likely to be associated with the electron track. The
search algorithm is speci�cally tuned to search for rings caused by electrons. The quality of
the information found in the RICH is quanti�ed as the number of hit photomultipliers
in rings of di�erent sizes; we use n0 which is the number of hit photomultipliers in a ring
with 3.4cm< R< 8.4cm where the individual photomultipliers have dimensions on
the order of 2.5 cm.
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The Electromagnetic Calorimeters
The Electromagnetic Calorimeters (EMCals) [35] are designed speci�cally to measure
photons, and to provide electron identi�cation together with the RICH. PHENIX oper-
ates two types of calorimeters to be able to study systematic e�ects, the lead-scintilator
calorimeter (PbSc) and the lead-glass calorimeter (PbGl). While the PbSc excels with a
good time resolution, the PbGl has the better energy resolution,

σPbSc(E)

E
= 8.1%

Æ

E[GeV]⊕ 2.1% (2.2)

σPbGl(E)

E
=
(5.9± 0.1)%
p

E[GeV]
⊕ [0.8± 0.1]% (2.3)

δ(t )PbSc = 120ps (electrons and protons), 270ps (pions) (2.4)
δ(t )PbGl ¦ 200ps (2.5)

The PbGl is a Cherenkov detector and constitutes of two sectors of 9,216 individual towers
installed in the lower east central arm. Each tower is 40mm× 40mm× 400mm in size.
The PbSc is a shashlik-type sampling calorimeter with six sectors installed consisting of
15,552 individual towers, four sectors in the west arm and two above the PbGl in the east
arm. The size of a PbSc tower is 5.25cm× 5.25cm× 37cm.

The radiation thickness of both detectors is similar at about 18 radiation lengths.
Electrons are separated from hadrons bymeasuring the ratio of their total momentum and
the energy deposited in the calorimeter. While in an electromagnetic calorimeter electrons
deposit most of their energy, i.e. E

p ≈ 1, hadrons loose much less energy, especially at
larger momenta, i.e. for them E

p � 1.
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Data analysis
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Chapter 3

The relative direct photon yield Rγ

The goal of this analysis is tomeasure the properties of direct photons as low inmomentum
as conventionally feasible with PHENIX, i.e. well into the region pT < 1GeV/c .

Measurements with electromagnetic calorimeters like the PHENIX EMCal are pos-
sible in that range, but become more and more polluted with misidenti�ed hadrons,
minimal-ionizing particles (MIPs), or even fake clusters, especially in high-multiplicity
heavy-ion collisions. Ultimately, there will remain some irreducible background consisting
to a large part ofMIPs which needs to be understood very well to reach conclusions about
the photons in the sample. This is the fundamental challenge to low pT measurements in
EMCals.

In order to avoid these complications this analysis follows another strategy. Here
photons are not measured directly in the EMCal, but instead we reconstruct them indi-
rectly through an electron-positron pair from a photon conversion. Electrons/positrons in
PHENIX are primarily reconstructed from curved tracks in the PHENIXDCs, detectors
which have a very di�erent performance at low pT :

• The lower themomentumof a track, the better itsmomentum can be reconstructed,
i.e. typically the resolution increases towards lower pT until it reaches a limit set by
multiple scattering processes in the detector material.

• Fake tracks are orders of magnitude rarer in this momentum range than for a
measurement in the EMCal.

By requiring good quality electron and positron tracks the amount of background is
reduced further.

In general the experimental inclusive count of converted photons as a function of the
converted photonmomentumN incl

ee measured with this method is a complicated quantity,

N incl
ee (pT ee) = Yγaeeεee pconv (3.1)
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since its relation to the actual inclusive photon yield Y incl
γ
(pT γ ) is obscured by potentially

complicated and possibly pT -dependent dependencies on the geometrical acceptance of
the conversion pair aee , the reconstruction e�ciency of the pair εee , which depends on
both the e�ciency with which each electron or positron was reconstructed as well as on
the pair selection criteria, or the probability for a photon to actually undergo a conversion
process pconv which is directly related to the material budget. Most of these quantities (aee ,
εee , but only extremely weakly pconv) are functions of the photon pT .

If we simultaneously measure the yield of converted photons from π0 decays as a
function of converted photon pT

Nπ0

ee (pT ee) = Y π0

γ
aeeεee pconv〈ε f 〉 , (3.2)

which is again a complicated function of the true photon yield fromπ0 decays Y π0

γ
, the

conversionpair acceptanceaee and reconstruction e�ciencyεee , the conversionprobability
pconv and a conditional acceptance 〈ε f 〉 which quanti�es the e�ciency with which we
successfully tag the conversion pair as coming from aπ0 decay given that we already have
reconstructed the conversion pair, we get some handle on the ratio of the true yields,

N incl
ee

Nπ0

ee

=
Yγaeeεee pconv

Y π0

γ
aeeεee pconv〈ε f 〉

=
Yγ

Y π0

γ
〈ε f 〉

(3.3)

where the identically appearing and possibly pT -dependent factors aee , εee and pconv cancel
explicitly for each pT and we get as a function of converted photon pT

Y incl
γ

Y π0

γ

= 〈ε f 〉
Nee

Nπ0

ee

(3.4)

where we only need to determine the pT -dependent conditional acceptances 〈ε f 〉 to go
from the ratio of measured pT -dependent converted photon yields N incl

ee and Nπ0

ee to ratio
of the true photon yields Y incl

γ
and Y π0

γ
as functions of pT .

To translate the already useful yield ratio from Eq. (3.4) to a quantity which is more
straight-forward to interpret we will perform one more transformation. Given a model of
hadronic sources producing photons in decays, i.e. a hadrondecay cocktail, we can calculate
our expectation for a cocktail ratio Y hadrons

γ /Yπ0
γ where Y hadrons

γ
is the yield of photons from

hadrondecays. Since the ratio in Eq. (3.4) is independent of detector e�ectswe can calculate
the pT -dependent Rγ

Rγ =
Y incl
γ

Y hadrons
γ

=

Y incl
γ

Yπ0
γ

Y hadrons
γ

Yπ0
γ

=
〈ε f 〉N incl

ee

Nπ0
ee

Y hadrons
γ

Yπ0
γ

(3.5)
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If we observemore photons thanwhat is expected fromhadron decays wewill �nd Rγ > 1.
In the following we will call any such excess photon yield direct photons. Given a cocktail
of hadronic sources this unambiguously denotes a photon sample. The interpretation of
the sources of these photons is experimentally less clear, and the name does not imply one
exclusive source.

For an expected invariant yield of photons from hadron decays Y hadrons
γ

we can also
directly compute the invariant yield of direct photons

Y direct
γ
= (Rγ − 1)Y hadrons

γ
(3.6)

In the followingwewill describe our event sample in Section 3.1, the inclusive converted
photon sample N incl

ee in Section 3.2 and theπ0-tagged photon sample in Section 3.3. The
conditional acceptance 〈ε f 〉 is described in Section 3.4 and the cocktail of hadronic photon
sources in Section 3.5. Section 3.6 presents the results for Rγ .

3.1 Event selection
To ensure uniform detector acceptance we make use of an existing RunQA [45] which
identi�ed runswhere all needed detectorswere fully functional. The remaining useful runs
were grouped into 5 groups with similar acceptance for electrons and positrons measured
in the central arm.

To construct and recalibrate conversion pairs coming from the HBD backplane only
events from a narrow zvertex range can be used since only there the PHENIX magnetic
�eld is uniform enough. We require

|zvertex|< 10cm (3.7)

With these selections we are left with a sample of 2.6× 109 events out of 3.3× 109

physics events recorded.

3.2 Inclusive photon sample
The inclusive photon sample is measured from conversions of real photons in a well-
de�ned location in the detector material in the readout planes of the HBD detector.

PHENIX reconstructs tracks of charged particles outside of the magnetic �eld by
correlating hits in the DC and PC. Since the magnetic �eld is parallel with the beam axis
tracks are bent in the plane transverse to the beam. Tracks are then characterized by

φDC: the azimuth of the track at a reference radius of R= 220cm

zDC: the z-location of the track along the beam axis at the reference radius
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α: the di�erence between the direction of the track at the reference radius and the radial
direction

zvertex: the location of the event vertex along the beam axis

Since tracks are only bent in the transverse plane andmostly before they enter the track-
ing detectors knowledge of the starting point of tracks and their location and orientation
after the �eld contains enough information to calculate their 3-momenta. In the PHENIX
tracking procedure a starting point along the beam axis is assumed for �tting track mo-
menta to the measured DC and PC hits, i.e. R = 0. This faithfully reconstructs tracks
originating from the nominal event vertex. If however a track originates from an o�-vertex
location, i.e. from R 6= 0, this extrapolation to the vertex leads to an overestimate of the
�eld integral experienced by the particles and causes the momentum to be overestimated
by the reconstruction. For o�-vertex photon conversion pairs which have practically no
mass and are produced with zero opening angle the assumption of production at the
nominal vertex leads to an arti�cially enlarged opening angle at the vertex so that they
acquire fake mass. Since the magnetic �eld seen is roughly homogeneous inφ for all tracks
considered in this analysis and the momentum reconstruction of o�-vertex tracks is a
direct function of the �eld integral wrongly attributed to them the fake mass of o�-vertex
conversion pairs is directly proportional to their radius of production.

In this analysis we use a second, alternative track model [39]. In this model tracks are
not assumed to originate from the nominal event vertex, but instead from R = 60cm
which correspond to locations behind the radiation volume of the HBD, i.e. in the
HBD backplanes, i.e. readout boards and electronics, which have a radiation thickness
of X /X0 ≈ 2 to 3% [39, 42]. With the magnetic �eld roughly homogeneous in φ for
all tracks in this analysis the alternative track model can be implemented as a parame-
terization of the track variables reconstructed under assumption of production at the
nominal event vertex for a sample of tracks originating from the HBD backplanes. This
parameterization can then be used to calculate a second, alternative set of track variables.
The parameterizations we use are

φATM =φDC+ 0.163α3+ 0.03171α2+ 0.7076α− 9× 10−5 (3.8)
θATM = arccos (4.425× 10−3(zDC− zvertex)− 5.15× 10−5) (3.9)

pT ,ATM =
�

�

�

�

mp

α
+ bp

�

�

�

�

(3.10)

with (3.11)
mp = 2.72× 10−6|zvertex|

2− 7.11× 10−6|zvertex|+ 0.0679 (3.12)
bp = 9.422× 10−6|zvertex|+ 4.2× 10−3 (3.13)

These relations are valid for pT ,ATM measured in units of GeV/c , the anglesφDC,φATM,
θATM and α in mrad, and coordinates zvertex and zDC in cm. HereφDC, α, zvertex and zDC
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are the variables under assumption of production at the nominal vertex while pT ,ATM,
φATM and θATM are under the assumption of production at the HBD backplane. The
alternative variables are already in the usual global spherical coordinates and can be used
directly to calculate alternative track 3-momenta.

~pATM = pT ,ATM







cosφATM
sinφATM
cotθATM






(3.14)

3.2.1 Single track cuts
Summarizing, to select electrons and positrons the following standard PHENIX electron
selection criteria for Au+Au running are used:

I. Momentum cut: 0.2GeV/c < pT < 20GeV/c

II. Track quality cut: quality ∈ {31,51,63}

III. Fiducial cut: DC deadmap

IV. RICH electron ID cuts: n0 ≥ 3, disp< 5.0, χ 2/npe< 10

V. calorimeter electron ID cuts: E > 0.15GeV, E/p > 0.5

Cut I and II These cuts are made to ensure a good sample of well-reconstructed tracks is
selected. In PHENIX tracking is performed for tracks with pT > 0.17GeV/c , and a limit
at pT > 0.2GeV/c is made to avoid edge e�ects. The upper limit pT < 20GeV/c is
traditionally imposed to remove obviously misreconstructed or fake tracks which typically
produce tracks with extremely large pT . With the available sample size here there are by
several orders of magnitude not enough tracks for the imposed upper limit to remove any
appreciable number of real tracks.

The quality variable is a bit pattern encoding the hits used to form the track in the
DC and PC. The respective mappings are

63: track has hits in both X1 and X2 layers, and unique hits in both UV and PC1 were
found

51: hits in both X1 and X2 layers, and unique hit in PC1 found

31: hits in both X1 and X2 layers, unique hit in UV, and a non-unique hit in PC1 found

Since only charged particles cause tracks, by requiring a trackwehave implicitly rejected
neutral tracks.
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Cut III To homogenize the e�ciency of charged tracks over the DC we reject tracks
from detector edges or, depending on the particular run group, badly performing parts of
the DC, see also Section 3.1. The run group dependent cuts we use were developed for a
dielectron analysis in the same data set [45]. These cuts are parametrized as a function of
track α, zDC,φDC and hit board in the DC. See Fig. 3.1 for example visualizations of the
used deadmaps.

Cuts IV These cuts on variables from the RICH are made for electron identi�cation.
n0 is the number of phototubes hit in a ring with 3.4cm < r < 8.4cm around the
track projection to the RICH. The variable disp measures the distance between the track
projection and the center of the ring reconstructed in the RICH. χ 2/npe quanti�es
the quality of the reconstructed ring: χ 2 is a “χ 2-like” variable measuring the match of
the �red phototubes to a ring shape; npe is the number of phototubes used in the ring.
The combination of the cut in n0 and disp are the major selections associating a track
with a RICH ring; the cut in χ 2/npe is very weak and gives only very little additional
discriminating power.

Cuts V These criteria on the energy reconstructed in the EMCal provide additional
rejection of hadrons passing the RICH cuts. Charged pions start to go over the radiation
threshold in the RICH above pT ¦ 4GeV/c . An electron or positron typically deposits
a large part or all of its energy in the EMCal. We impose a lower limit on the energy
reconstructed in the EMCal E as a sane lower limit, and require at least half of the energy
expected from the track to be recovered in the EMCal, E > 0.5 p .

3.2.2 Pair cuts
After we have selected a good sample of electron and positron tracks we can create electron-
positron pairs which are candidates for having come from a conversion. In the low mass
region mee < 100MeV/c2 the electron-positron spectrum is composed of pairs from
Dalitz decaysπ0→ γ ee and from photon conversions γ → ee . Wrong combinations,
i.e. combinatorial background, is negligible [46].

For each pair the invariant mass can be calculated from the 4-momenta of the electron
and positron,

m2 = (E++ E−)2−
∑

i=x,y,z

(p+i + p−i )
2 (3.15)

where E± and p±i are the energy and 3-momentum components of positrons/electrons,
respectively. We have suppressed terms in the electron mass me in above relation since
me � |p| for electrons in the consideredmomentumrange. We can calculate a secondmass
value mATM using recalibrated 4-momenta assuming production at the HBD backplane.
When comparing the usual and recalibrated pair mass any conversion pairs from the
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Figure 3.1: DC deadmaps for run groups 1, 3 and 4. Shown are histograms from tracks in
data after applying the acceptance selections. The x-axes show theφ of the reconstructed
track, the y-axes are the reconstructed q/pT with q the charged assigned to the track. Run
group 1 has a di�erent �eld orientation than groups 3 and 4. The segmentation of the
EMCal is visible from the 4 diagonal regions separated by a detector edges. The cuts
imposed by the deadmap are visible as diagonal bands less steep than the edges between
EMCal sectors.
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o�-vertex location will move to lower masses in the alternative model, while all other pairs
will be less well reconstructed and be moved to larger masses, see Fig. 3.2.

To select conversion pairs we then impose the following selection criteria:

• electron and positron emitted into same arm

• 10MeV/c2 < m < 15MeV/c2

• mATM < 4.5MeV/c2

• 1− Pk=2(
�

∆φ
σ∆φ

�2
+
�

∆z
σ∆z

�2
)> 0.995, with σ∆z = 4cm and σ∆φ = 10mrad

10MeV/c2 < m < 15MeV/c2, mATM < 4.5MeV/c2 This cut selects conversion
pairs produced away from the vertex at R ≈ 60cm. These pairs acquire a fake mass
around 10− 15MeV/c2 and have very small invariant mass in the alternate track model.
This cut leaves less than 1% pairs fromπ0 Dalitz decays in the sample [39].

1− Pk=2(
�

∆φ
σφ

�2
+
�

∆z
σz

�2
)> 0.995 ∆z and∆φ are the distances of the projections

of the electron and positron tracks to the EMCal which are normalized to the resolution
of in the projection. Pk=2 is the cumulative distribution for the χ 2 distribution for 2
degrees of freedom, so that 1− Pk=2 measures the probability for the two tracks to point
to the same location given the actual∆z and∆φ. The cut which is formulated as a cut in
probability here corresponds to roughly a 10σ cut, and ensures that clusters in the EMCal
are not used twice in a pair.

3.3 π0-tagged photons
Tomeasure theπ0 yieldwe pair the inclusive photons reconstructed from conversionswith
a second photonwhich we reconstruct in the PHENIX EMCal. Using a photonmeasured
in the EMCal for the second photon is desirable since to identify a likely photon in the
EMCal only veryweak cuts are needed, which in turn keeps the e�ciency to reconstruct the
second photon large and the systematic uncertainties from these cuts small. The selections
on the second photon will need to be accounted for when calculating the conditional
acceptance e�ciency 〈ε f 〉. Since we cannot know if a pairing is genuine or just random
and uncorrelated we will estimate the combinatorial background with a mixed event
technique, so that impurities in the second photon sample can potentially only dilute the
signal and reduce its signi�cance, but not masquerade as a real measurement.
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Figure 3.2: Pair mass reconstructed in reconstruction assuming production at the nom-
inal event vertex MCGL and in the HBD backplane MATM [39]. The blob around
(MCGL, MATM) = (0.002,0.012)GeV/c2 corresponds to virtual photons pairs from π0

Dalitz decays, π0 → γ ee ; the blob around (MCGL, MATM) = (0.012,0.02)GeV/c2 cor-
responds to conversion pairs selected by our cuts.
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EMCal Photon cuts
Tominimize edge e�ects we reject clusters whose center lie on sector edges. In addition
we also require that the 3x3 area around the cluster center does not contain randomly
�ring or ine�cient towers. To determine which towers were hot/cold we recorded how
often each tower was seen in any reconstructed EMCal clusters with E > 900MeV. These
count distributions were then �tted for each EMCal sector with Gaussian probability
distributions. We then rejected towers which were more than 3σ away from the �tted
mean. This analysis rejected 2907 out of ∼ 25,000 towers as hot/cold, some of which
already lay on sector edges and would not have been used in the analysis anyway.

Since the EMCal photons are used only to con�rm if a converted photon came from
a π0 decay we make additional cuts on them as loose as possible to gain e�ciency. To
ensure a reasonable shape of the cluster we require in the EMCal χ 2 < 3. Here χ 2 is a
“χ 2-like” variable whichmeasures the distance of the seen cluster shape from a template for
the same energy. The cut we use rejects some fraction of clusters with a strong mismatch
between reconstructed energy and cluster shape, but has no strong e�ect on the EMCal
photon e�ciency.

Additionally, we require the clusters to have some minimal energy pT > 400MeV/c .
This selection ismotivated by statistics and a cut in the region pT = 400 . . . 600MeV/c op-
timizes the signal to background ratio in theπ0 yield extraction, see Fig. 3.3. Note that the
clustering software already imposes some minimal energy requirement E ¦ 120MeV/c
well below the choose cuto�. Since we already require each electron or positron in the
conversion pair to have pT > 200MeV/c , i.e. pT > 400MeV/c for the conversion pair,
the additional momentum requirement on the EMCal photon puts strong kinematic
restrictions on the observable yield from low pT π

0; we will show in Section 3.6 that our
results is stable under variations of this restriction.

To avoid combining electron-positron pairs with EMCal clusters produced by them-
selves we reject clusters which are too close to the projections to the EMCal of any conver-

sion pair leg. We use an identical cut as used for the pair, 1− Pk=2(
�

∆φ
σφ

�2
+
�

∆z
σz

�2
)>

0.995, but nowmeasure the distance between the projection of an electron or positron
track, and the EMCal cluster. See Page 38 for additional explanations of the di�erent
ingredients.

π0 yield extraction
We now pair the converted photons with photons from the EMCal. To estimate the
shape of purely random combinations we mix photons from di�erent events with similar
characteristics. Speci�cally, we mix events from the same 20% bin in centrality, with a
reaction plane angle within 2π/5, or with event vertex z within 2 cm. Pairings from the
same event are the foreground, from di�erent events the background sample. This yields
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Figure 3.3: Relative statistical uncertainty on themeasuredπ0 yield for di�erent calorime-
ter cuts. The used pT cut on the calorimeter photon is varied along the y-axis. Variations
along the x axis correspond to the probability of �nding a cluster with a certain χ 2 con-
taining ndof clusters. The relative statistical uncertainty is shown color-coded for each set
of cuts on the z-axis. White regions were not calculated. Independent of χ 2 we observe
that cuts 0.4< pT < 0.6GeV/c minimize the relative statistical uncertainty.

2D-histograms in converted photon pT and triplet mass meeγ .
To normalize and shape the mixed event background to the foreground we �t the

foreground-background ratio away from the π0 mass peak 0.10GeV/c2 < meeγ <
0.18GeV/c2 to a normalization function given by a slowly varying 2nd order polynomial
in meeγ . Since the normalization function can depend on the converted photon pT the
normalization needs to be determined for each slice of converted photon pT separately;
however, since we do not expect strong variations of the normalization function with pT
and our foreground sample has only limited size at large pT we can describe the variation
of the normalization function with pT with another 2nd order polynomial, this time in
converted photon pT , so that instead of �tting many 1-dimensional functions we �t one
2-dimensional normalization function that ensure smooth variations under changing pT ,

n(pT , meeγ ) =N × (a0+ a1 pT + a2 pT
2)× (b0+ b1meeγ + b2m2

eeγ ) (3.16)

We then scale the 2-dimensional background spectrum with n to obtain a scaled combina-
torial background spectrum, see Figs. 3.4 to 3.7.

After subtracting the scaled background from the foreground distributions, we ob-
tain the signal distributions show in Figs. 3.8 to 3.11. We then �t the π0 peak region
0.10GeV/c2 < meeγ < 0.22GeV/c2 in each slice in converted photon pT with a Gaus-
sian function and an additional 1st order polynomial to account for the normalization
uncertainty or residual background. The extracted π0 yield is then the integral of the
Gaussian. To quantify the description of the combinatorial background with mixed
event pairs we additionally use 0th and 2nd order polynomials as descriptions of the
residual background, see Fig. 3.12. We �nd that the di�erent assumptions for the residual
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Figure 3.4: Foreground (black) and normalized background (red) for the 0-20% central-
ity bin in converted photon pT bins of 0.4− 0.6,0.6− 0.8,0.8− 1.0,1.0− 1.2,1.4−
1.6,1.6−1.8,1.8−2.0,2.0−2.5,2.5−3.0,3.0−3.5,3.5−5.0GeV/c . The uncertainty
on the background includes both its statistical uncertainty and the uncertainty in the
normalization with CL=0.66 which for Gaussian uncertainties corresponds to≈ 1.26σ .
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Figure 3.5: Like Fig. 3.4, but for the 20-40% centrality bin.
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Figure 3.6: Like Fig. 3.4, but for the 40-60% centrality bin.
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Figure 3.7: Like Fig. 3.4, but for the 60-92% centrality bin.
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background �uctuate around our best value in a statistical way and assign an additional
4% statistical uncertainty in addition to the uncertainty from the �tted integral of the
Gaussian, and add them both in quadrature.

Figure 3.8: π0 yield extraction in the 0-20% centrality bin in converted photon pT bins
of 0.4−0.6,0.6−0.8,0.8−1.0,1.0−1.2,1.4−1.6,1.6−1.8,1.8−2.0,2.0−2.5,2.5−
3.0,3.0− 3.5,3.5− 5.0GeV/c . The di�erent lines correspond to di�erent assumptions
about the residual background under the peak together with a Gaussian for the peak;
here we use 0th, 1st and 2nd order polynomials in meeγ . For the best value a 0th order
polynomial is used.
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Figure 3.9: Like Fig. 3.8, but for the 20-40% centrality bin.
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Figure 3.10: Like Fig. 3.8, but for the 40-60% centrality bin.
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Figure 3.11: Like Fig. 3.8, but for the 60-92% centrality bin.
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(a) Rawπ0 spectra extracted assuming a residual background described by a 1st order polynomial
(black), a constant (red), a 2nd order polynomial (green) and from just counting the yield in theπ0

mass region assuming a �at background (blue).

(b) Ratio of the rawπ0 yields extracted with di�erent residual background assumptions to yields
assuming a shaped described by a 1st order polynomial. Color coding like above.

Figure 3.12: Extractedπ0 yield with di�erent assumptions for the residual background in
centrality bins 0-20%, 20-40%, 40-60% and 60-92%.

50



3.4. THE CONDITIONAL ACCEPTANCE 〈εF 〉

3.4 The conditional acceptance 〈ε f 〉
We have now extracted the raw counts for inclusive converted photons and for converted
photons tagged as coming fromπ0 decays. To translate the ratios of these raw counts to
ratios of physical yields with Eq. (3.4) we need to determine the conditional acceptance
〈ε f 〉which quanti�es the acceptance for the second photon in the EMCal from aπ0 decay
given that we already reconstructed the �rst photon in a conversion pair. Since we require
already having reconstructed the converted photon, 〈ε f 〉 is a conditional acceptance and
e�ciency.

Themain contributors to the behavior of the conditional acceptance 〈ε f 〉 are in order
of importance

1. kinematic constraints on the second photon

2. geometrical acceptance of the calorimeter

3. the reconstruction e�ciency for the photon in the EMCal
where we only have a handle on the reconstruction e�ciency which we keep large by
applying only very weak cuts on the second photon. The kinematics are constrained by
the momentum distribution of the parentπ0 and the decay kinematics. The geometrical
acceptance depends on the azimuthal coverage of the EMCal which is roughly one unit in
φ, the actual live area in the detector and indirectly through our separation requirement
in the calorimeter the opening angle the photon pair from theπ0 decay.

3.4.1 Base converted photon sample
To calculate 〈ε f 〉we use a Monte Carlo simulation. We �rst generateπ0’s from realistic,
centrality-dependent momentum distributions and decay them into in a pair of photons
using an exodus-based generator [47]. For the parent π0 momentum spectra we use
the centrality-dependent modi�ed Hagedorn parametrizations described in Section 3.5.
In exodus the decay π0 → γγ is modelled as a pure phase space decay with isotropic
angular distribution, e.g. Eγ ,1 �at in 0 . . . Eπ0 and Eγ ,2 = Eπ0−Eγ ,1. We then convert one
photon to an electron-positron pair with an equivalent angularly isotropic pure phase
space decay which is a good approximation for a conversion process in our momentum
range for photons [48]. We then determine if both conversion electron and positron
would have been reconstructed. The e�ciency turn-on and plateau of positrons and
electrons is parametrized [46] as
εe+ =− 4.00118× 10−2/pT − 4.31929× 10−3/pT

2− 3.48514× 10−3 pT

− 6.62125× 10−1+ e4.17003×10−1+5.60212×10−9 pT

εe− =− 2.44424× 10−1/pT + 9.62876× 10−3/pT
2− 2.59690× 10−2 pT

+ 9.90749× 10−1+ e−4.77995×10−1−2.00747 pT ;

(3.17)
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for electron or positronmomenta pT > 0.2GeV/c The central arm acceptance ismodeled
using the same run group-dependent dead maps we use for the analysis of real data,
described in Section 3.2.1. These deadmaps were formulated in terms of α, zDC, hit board,
andφDC. To calculate theφ angle where a track crosses the DC at R = 220cm we use
the standard PHENIX �eld lookup table also used in the track reconstruction. To match
the experimental distribution of run groups we sample a random run group from the
observed distribution of run groups. For a given �eld direction α can be calculated from
the charge and the transverse momentum pT

α=±(3.28688× 10−5+ 0.0753907
q

pT

) (3.18)

with the positive sign for run group 3 and the negative sign for all other run groups. The
hit board is a simple function ofφDC and we use the parametrization

board=
1

0.01963496
×
(

3.72402−φDC+ 0.008047cos(φDC+ 0.87851) ifφDC >
π
2

0.573231−φDC+ 0.0046cos(φDC+ 0.05721) else
(3.19)

Since a board in the drift chamber extend either in the positive or negative z-direction
with no other features but a break at zDC = 0 it is su�cient to uniformly distribute
tracks in both directions. We sample a random zDC from a uniform generator with equal
probabilities for the track hitting a board in the positive or negative z direction. The
simulated acceptance maps are shown in Fig. 3.13.

Additionally we require the crossing location of the tracks in the EMCal to have at
least one live tower in the 3x3 area around the crossing and to not lie in a tower on a EMCal
sector edge. To determine the crossing location we use the same �eld lookup table to
determine the location at the radius of the EMCal R= 540cm. Towers are modelled as
�at rectangles packed without gaps with proper dimensions and in their proper locations
on the nominal front surfaces of the EMCal sectors.

Like in real datawe require both the conversion electron and the positron to be emitted
into the same arm. The e�ect of the separation cut on the track projections in the EMCal
was studied, and we found no e�ect on genuine conversion pairs which open up in the
magnetic �eld and end up well-separated in the EMCal.

3.4.2 Fast Monte Carlo for 〈ε f 〉
For all potentially reconstructed conversion pairs we then check if the second photon
would get reconstructed and pass cuts in the EMCal which we factorize into two compo-
nents only,

• the probability f for the photon to hit an EMCal sector and a live set of towers,
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Figure 3.13: Simulated drift chamber deadmaps for electrons/positrons for di�erent run
groupswithφ inmrad plotted on the horizontal and q/pT inGeV/c on the vertical axes.
The panel row-wise from top to bottom for run groups 1,2; 3,4; 5;6. For display-purposes
no e�ciency loss of tracks is simulated, i.e. εe± = 1. This can be compared with Fig. 3.1.
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• the probability to pass the cuts if the photon hit a live detector ε.

We measure centrality-dependent ε and energy resolutions in PHENIX’s full Geant3-
based detector simulation for single photon using a fully live detector, and then use these
ε as inputs for a fast Monte Carlo simulation incorporating the decay kinematics and
detector live areas. The �nal conditional acceptance 〈ε f 〉 will be from an average over
many possible parentπ0 contributing to the same converted photon pT .

Single photon e�ciency ε

To determine the centrality- and pT -dependent e�ciency of photons in a fully live EMCal,
a full simulation with PHENIX’s Geant3-based simulation framework PHENIX Inte-
grated Simulation Application (PISA) is performed. To account for occupancy e�ects the
simulated photons are embedded into real data.

We �rst generate photons uniformly in

• −0.7< cosθ < 0.7,

• 0<φ< 2π and

• 1/30GeV/c < 1/pT < 1/0.15GeV/c .

The ranges chosen extend well beyond the acceptance limits in the real measurement to
avoid edge artifacts. Photon momenta are thrown �at in 1/pT to ensure a su�ciently
large sample of photons at low pT .

To account for e�ects from the underlying event on the photon reconstruction, the
simulated detector response is merged with clusters reconstructed in real events with
similar centrality from real data of 882 output �les of the same Run10 data set used in the
analysis. Clusters in the EMCal are reconstructed using the combined simulated and the
real detector response. Since the real data is measured with a real detector with towers
unusable for measurements, we use photons pointing to EMCal detector regions with
fully live towers in the 3x3 area around the projection. We use the same tower deadmap
also used in the analysis of real data described in Section 3.3.

A generated photon can contribute to a certain cluster in primarily one of two possible
ways:

• a photon can directly deposit energy in one or multiple towers which make it into
reconstructed clusters, or

• a photon can convert close enough to the EMCal or outside the magnetic �eld so
that both the electron and the positron from the conversion point to the same
cluster. In this case the reconstructed cluster will closely resemble the cluster the
photonwould have produced. If the electron and positron tracks from a conversion
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are bent so much that each of them is reconstructed in mutually distinct cluster the
energy in each cluster will be notably di�erent from the original photon’s energy.
Roughly 5% of all photons will fall into this category.

To associate generated photons with reconstructed clusters, we choose a list of all
clusters a photon directly contributed energy to and associate with the clusters with the
biggest fraction of the photon deposited. If the photon converted before reaching the
EMCal it will not directly contribute energy to any reconstructed cluster. In that case we
�nd the cluster the conversion electron and positron contributed most of their energy to.
If we identify the same cluster for the electron and the positron we associate it with the
generated photon.

After applying the same cuts as in the real data analysis to the clusters reconstructed in
the simulation, we end up with two sets of photons

• input photons pointing to fully live detector regions Hin

• photons reconstructed in clusters passing all cuts Hout.

Here Hout is a subset of Hin. For both sets we know the true, thrown photon momentum
and can calculate their ratio as a function of the true momentum so that the input photon
distribution used in the generator drops out.

ε(pT ,γ ) =
Hout(pT ,γ )

Hin(pT ,γ )
(3.20)

The centrality-dependence of ε is introduced by recording the centrality of the real
event used in the embedding and performing the above analysis in each subclass. We
determine ε in 10% centrality bins for the PbGl and PbSc detectors separately. The
resulting single photon e�ciencies are shown in Fig. 3.14.

Single photon energy resolution

We use the same full detector simulation described in the previous section to extract
centrality-dependent energy resolution functions for photons. Like for the e�ciency we
only consider photons hitting a fully live 3x3 area in the calorimeter, just like is the case for
real photon clusters passing our cuts.

For each generated photon with energy E , under original angles θ andφwe record
the reconstructed energy Ê , and angles θ̂ and φ̂. Assuming approximate factorization of
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Figure 3.14: Single photon e�ciency ε into the live detector as a function of one over the
true momentum of the photon in 10% centrality classes for the PbGl (blue) and PbSc
(red). Systematic uncertainties are not shown.
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the resolution functions we can then histogram centrality-dependent functions

HE

� 1

E

�

=
E − Ê

E
(3.21)

Hθ

� 1

E

�

=
θ− θ̂
θ

(3.22)

Hφ

� 1

E

�

=
φ− φ̂
φ

(3.23)

where we again store information as a function of the inverse of the true, generated energy
E to ensure good resolution of eventual features at lower energies. We do not parametrize
the histograms, but will use them as lookup tables in the later simulation for 〈ε f 〉. We
store E in the histograms in the range 142GeV< E , the energy resolution |E−Ê

E |< 1, and
the angular resolutions |θ−θ̂

θ
|< 0.2 and |φ−φ̂

φ
|< 0.02. Values outside of these limits were

extremely unlikely in the simulation and should not contribute in the �nal measurement.
We perform this analysis for 10% centrality bins determined from the real event embedded
into, again for the PbGl and PbSc calorimeter subdetectors separately.

Complete simulation for 〈ε f 〉

At this point we have assembled all the pieces needed in for the calculation of 〈ε f 〉. Sum-
marizing, the fast Monte Carlo simulation will perform the following steps to determine
〈ε f 〉 for each centrality class

• We generate a parent π0 with a pT from a realistic, centrality-dependent pT dis-
tribution. The parametrization used is described in Section 3.5. We generate the
parent in the momentum range 0< pT < 15GeV/c , �at in rapidity |y|< 1 and
isotropically inφ.

• All parentπ0 are decayed into photon pairs with angular distributions isotropic in
theπ0 rest frame.

• One photon is converted into a electron-positron pair. For both leptons of the
conversion we check if they hit a live, run group-dependent region in the DC and a
3x3 area in the EMCal with at least one live tower. Run groups are sampled from
a distribution matching the real data. We also sample the electron and positron
e�ciency. If not both conversion electron and positron pass the acceptance checks
and are e�cient we discard this iteration and start again with a new parentπ0.

• We check if the second photon points to a fully live 3x3 area in the EMCal. Given the
true, thrownmomentum of the photon pT we look up the centrality-dependent
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e�ciency ε(pT ). With a uniformly distributed random number r we reject the
photon as ine�cient if ε(pT )< r .

• After determining which EMCal subdetector the photon would hit, we look up the
resolution functions using the true variables, e.g. for a true energy E we look up the
distribution of E−Ê

E in a narrow slice around the true energy and then generate a
randomnumber r from the distribution. The smeared energy is then Ê = E(1− r ).
We follow an identical procedure forθ andφ and can after recalculating the photon
4-momentum check the simulated photon against our EMCal photon pT cut.

• If the second photon points to a live detector area, has a randomly sampled e�ciency
larger than the e�ciency required for photons of this pT and passes our pT cut we
count the converted photon as tagged.

• The conditional acceptance 〈ε f 〉 is then the ratio of accepted converted photons
with a successfully reconstructed EMCal photon and the full sample of accepted
converted photons. We record 〈ε f 〉 as a function of the converted photon pT .

The resulting conditional acceptances 〈ε f 〉 are shown in Fig. 3.15.

3.5 Cocktail of hadronic photon sources
To translate the acceptance-corrected ratio of the inclusive photon yield and the yield
of photons from π0 decays from Eq. (3.4) to the ratio of the inclusive photon yield
to the photon yield from hadron decays Rγ from Eq. (3.5), we need to determine the
expected ratio of photons from hadrons andπ0, the cocktail ratio. Since the ratio in data
is corrected for detector and acceptance e�ects with 〈ε f 〉 we can calculate the cocktail
ratio at midrapidity without having to take detector e�ects into account.

We take the production channels listed in Table 3.1 which directly produce at least
on photon into account and do not include channels which produce photons only in
decays of daughter particles, e.g. decays which produce just π0, since production from
these sources is already explicitly accounted for.

The parent particle momentum spectra are centrality-dependent parameterizations of
real data with modi�ed Hagedorn functions [46],

1

2π pT

d2N

dydpT

=
c pT

�

e−(amT
′+b mT

′2)+ mT
′

p0

�n (3.24)

with mT
′ =
Æ

mT
2−m2

π0 and the transversemass mT =
Æ

m2+ pT
2 =
q

m2+ p2
x + p2

y .
To determine the parameters a, b , c , p0 and n for theπ0 pT spectra centrality-dependent
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Figure 3.15: Conditional acceptance 〈ε f 〉 in centrality bin 0-20%, 20-40%, 40-60% and
60-92%. The vertical extend of the gray boxes corresponds to the systematic uncertainty.
The pT binning corresponds to the binning for the �nal Rγ measurement.
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Table 3.1: Photon production channels in the cocktail simulation.

parent particle decay products branching ratio

π0 γγ 98.8%
η γγ 39.3%
η π+π−γ 4.6%
η′ γγ 2.1%
η′ π+π−γ 23.0%
η′ ωγ 2.8%
ω π0γ 8.3%

neutral and charged pion data was �tted [46] yielding the values shown in Table 3.2. There
we also give the integratedπ0 yield into one unit in rapidity dN/dy .

While enough data is available for π0 to directly �t the experimental spectra, this
is not the case for the other mesons η, η′ and ω. For these we use mT scaling to give
the shape while we can constrain the invariant yield from data. Speci�cally, while in
Eq. (3.24) forπ0 parents mT

′ = pT for othermesonswe nowuse mT
′ =
Æ

mT
2−m2

π0 =
Æ

pT +(m
2−m2

π0). Under the mT -scaling assumption, spectra of di�erentmesons have
then the same shape and relative yields are determined from the �at, pT -independent ratio
of mT spectra. In Fig. 3.16 we show experimental mT spectra and a cross-check of the
shape similarity. The next biggest contributor to the hadron decay cocktail after theπ0

are ηmesons. To more carefully check the available data with the mT scaling assumption
at low pT we �t the lowest n data points of the η to π0 mT spectra ratio with straight
lines and extrapolate to mT = 0, and �nd that the extrapolations are consistent with the
ratio we use, see Fig. 3.17.

To ensure that the particular choice of parametrization and the mT scaling assumption
does not a�ect the �nalRγ resultwe additionally checkwith parametrizations of themeson
spectra with Tsallis functions [53]

E
d3σ

dp3
=

1

2π

dσ
dy

(n− 1)(n− 2)

(nT )2

�

1+
mT

nT

�−n
(3.25)

against the parametrization of the p + p data with a modi�ed Hagedorn function [46].
We �nd that the di�erences between the parametrizations are much smaller than other
systematic uncertainties in the cocktail, notably the η/π0 ratio, see Fig. 3.18 for the result.

The absolute yields are then calculated from theπ0 yield in the particular centrality
bin, [46] and also in Table 3.2, and the ratios of the mT spectra of the particular meson to
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Figure 3.16: Experimental mT spectra.
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Table 3.2: Hagedorn parameterizations of π0 pT spectra for di�erent centrality
classes [46], see Eq. (3.24) for their use. Since �ts to the experimental spectra are used to
extract all parameters of Eq. (3.24) c cannot be interpreted as a normalization constant.
dN/dy gives the pT -integratedπ0 yield into one unit in rapidity.

centrality c a b p0 n dN/dy

0-10% 1331.0 0.5654 0.1945 0.7429 8.361 280.9
10-20% 1001.0 0.5260 0.1628 0.7511 8.348 200.6
20-30% 750.7 0.4900 0.1506 0.7428 8.299 140.5
30-40% 545.3 0.4534 0.1325 0.7525 8.333 93.8
40-50% 364.5 0.4333 0.1221 0.7385 8.261 59.2
50-60% 231.2 0.4220 0.1027 0.7528 8.220 35.0
60-70% 118.1 0.4416 0.0559 0.7320 8.163 17.9
70-80% 69.2 0.2850 0.0347 0.7787 8.532 8.8
80-92% 51.1 0.2470 0.0619 0.7191 8.453 5.0

π0 mT spectrum from [46] for η′ andωmesons, and from [54] for ηmesons. Table 3.3
summarizes the centrality-independent ratios we use.

Table 3.3: Meson yields relative toπ0 yield, scale factor determined at pT = 5GeV/c .

meson yield relative toπ0 reference

π0 1 de�ned
η 0.46± 0.06 [54]
η′ 0.25± 0.075 [46]
ω 0.90± 0.06 [46]

The systematic uncertainty in the cocktail ratio from the hadrons toπ0 production
was evaluated with a Monte Carlo simulation. The individual pT distributions of all
hadron were calculated and scaled with the hadron to π0 production ratios sampled
many times from Gaussian distributions centered around the nominal values with widths
corresponding to the individual systemtatic uncertainties. The relative uncertainty is
found to be largest at large pT where it is around 2.2%, see Fig. 3.19 for the numerical
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value and more details. For the �nal cocktail ratio we assign a conservative systematic
uncertainty of 2.5% for all pT to account for all uncertainties. We use a relative uncertainty
constant in pT to account for additional small systematically uncertainties, e.g. from
the used parameterization of the pion data (see Fig. 3.18) or the assumed validity of the
mT -scaling assumptions down to small pT ; a systematic uncertainty �at in pT can cover
all of these since the systematic uncertainty on the cocktail ratio becomes small at small
pT , exactly where the other contributors become less certain.
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Figure 3.19: Relative uncertainty on the cocktail ratio taking into account all hadron to
π0 production rate uncertainties (•), and only the uncertainty from theη/π0 production
rate (◦). The blue dashed line is an analytical formδYcocktail =

0.06/0.46
Ycocktail

Ycocktail−1
Ycocktail

which can
be derived when assuming all uncertainty only coming from the η production rate and
with identical shape of the pT distributions of η andπ0 mesons.

We can calculate the yield ratio between the yield of photons from all hadrons and
fromπ0 decays. If a source would produce photons in secondary decays ofπ0 daughter
particles we do not double-count these photons but instead calculate the yield from
π0 decays exclusively from primary π0. The �nal centrality-dependent yield from all
hadron decays and from π0 decays exclusively are shown in Fig. 3.20; their ratios, the
centrality-dependent cocktail ratios Y hadrons

γ /Yπ0
γ are shown in Fig. 3.21.

3.6 Rγ results from the 2010 data set
As a �rst intermediate result we calculate the ratio of the inclusive and photon yield
from π0 decays with Eq. (3.4) which is independent of model assumptions since 〈ε f 〉
has virtually no model dependence on the used π0 pT distribution. We use yields Nee
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Figure 3.20: Simulated converted photon spectra of all photons (open circles) to pho-
tons fromπ0 decays (�lled circles) in 20% centrality bins, going frommore central to less
central, 0-20%, 20-40%, 40-60% and 60-92%. Systematic uncertainties are not shown.

65



CHAPTER 3. THE RELATIVE DIRECT PHOTON YIELD Rγ

  [GeV/c]
T,(ee)

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0 π(e
e)

/N
in

cl

(e
e)

N

1.05

1.1

1.15

1.2

1.25

  [GeV/c]
T,(ee)

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0 π(e
e)

/N
in

cl

(e
e)

N

1.05

1.1

1.15

1.2

1.25

  [GeV/c]
T,(ee)

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0 π(e
e)

/N
in

cl

(e
e)

N

1.05

1.1

1.15

1.2

1.25

  [GeV/c]
T,(ee)

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0 π(e
e)

/N
in

cl

(e
e)

N

1.05

1.1

1.15

1.2

1.25

Figure 3.21: Simulated ratio of all photons to photons from π0 decays in 20% centrality
bins, going frommore central to less central, 0-20%, 20-40%, 40-60% and 60-92%.
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Table 3.4: Summary of systematic uncertainties on Rγ . Uncertainties are classi�ed by
type: Type A uncertainties are pT -uncorrelated, Type B uncertainties are pT -correlated,
andType C uncertainties correspond to overall scale uncertainties. We fold type A uncer-
tainties into the statistical uncertainties.

Source σsyst/Rγ Type

π0 reconstruction
(tagged photon yield) 4% A
γ purity 1% C

conditional acceptance
energy scale 4% B
conversion loss 2% C
γ e�ciency 1% B
active area 1% C
input pT spectra 1% B

γ hadron/γπ
0

η/π0 ratio 2.2% C
other mesons <1% C
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and Nπ0

ee , and conditional acceptance corrections 〈ε f 〉 determined in the same centrality
bins 0-20%, 20-40%, 40-60% and 60-92% and with identical, �nal binning in pT . The
systematic uncertainties are summarized in Table 3.4. The resulting yield ratios are shown
in Fig. 3.22. Using the known cocktail ratios of photons fromπ0 and all hadron decays
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Figure 3.22: Data ratiosY incl
γ
/Y π0

γ
in centrality bins 0-20%, 20-40%, 40-60%and60-92%,

also see Eq. (3.4). These data ratios are practiallymodel-independentmeasurements since
〈ε f 〉 has virtually no model dependencies on the usedπ0 parametrizations.

Y hadrons
γ

/Y π0

γ
, see Fig. 3.21, we can then calculate Rγ with Eq. (3.5). Here the cocktail ratios

were again calculated for centrality bins 0-20%, 20-40%, 40-60% and 60-92% and in the
same �nal pT binning as all other components in Rγ . The centrality-dependent results
for Rγ are shown in Fig. 3.23. We �nd that like expected Rγ is very close to but slightly
above unity in most peripheral collisions. That Rγ is slightly above unity can be due to
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Figure 3.23: Final Rγ in centrality bin 0-20%, 20-40%, 40-60%, and 60-92%. The light
gray boxes represent point-by-point correlated systematic uncertainties, the lines pT -
uncorrelated statistical uncertainties.
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the most peripheral bin 60-92% still seeing a sizeable fraction of medium-induced e�ects
from the more central events with centrality around 60%. Going to more central events
we see the average value of Rγ increase monotonically with centrality with Rγ showing
very little dependence on pT .

Since Rγ is a fully corrected quantity, we are now in a position to perform additional
systematic checks by changing cuts. Changes in cuts would change 〈ε f 〉 and simultane-
ously the observed raw yields so that if the cut was modelled well the result for Rγ would
be identical (but for changes in the statistical uncertainties).

We �rst test our modelling of the EMCal photon pT cut which is the dominant
e�ect determining the conditional acceptance 〈ε f 〉 by repeating the whole analysis using
di�erent EMCal photon pT cuts. Since 〈ε f 〉 is a strong function of the EMCal photon
pT cut any problems would show up as dramatically di�erent Rγ measurements for
di�erent cuts. Speci�cally, we repeated the whole analysis and calculation of 〈ε f 〉 for cuts
pT > 0.2,0.3, . . . , 1.0GeV/c . In Fig. 3.24 we compare the Rγ results with closely spaced
cuts pT > 0.3,0.4,0.5GeV/c where statistical uncertainties in the results do not change
too much with respect to the nominal cut value and �nd no signi�cant di�erences when
changing pT cuts. More dramatic variations in the cuts show similar consistency inside
statistical uncertainties.

As a second check we evaluate how insu�cient description of detector edges might
in�uence the results for Rγ and repeat the analysis far away from central arm detector
edges. Figure 3.25 shows the measuredφ distribution of reconstructed conversion pairs.
To select a sample of converted photons from electrons away from a central arm detector
edges we restrict our analysis to converted photons emitted into the middle of one arm,

0<φ(ee) < 0.5 or 2.65<φ(ee) < 3.15 (3.26)
We then repeat the yield extraction procedure with a conditional acceptance correction
for that particular acceptance, and produce Rγ measurements. Since the directions of
converted and calorimeter photons are strongly correlated restricting the converted photon
to same angle indirectly restricts the angular distribution of calorimeter photons as well
and probes our assumption of uniform e�ciencies in the EMCal subdetectors. The
measurements in this narrower acceptance are compatible inside statistical uncertainties
with the measurement made using the full acceptance, see Fig. 3.26, and we do not include
an additional systematic uncertainty for any mismatch between data and simulation with
respect to detector edges.

In Section 3.7 and 5 we discuss the direct photon yield further.

3.7 The 2010 and 2007 Rγ results
In the previous section we have shown how Rγ was calculated for the 2010 data set. In
Section 3.4 we presented a fast, parametric Monte Carlo model for the detector response
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(b) pT > 0.4GeV/c
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Figure 3.24: Centrality-dependent Rγ for di�erent EMCal photon pT cuts. The di�erent
rows correspond to centrality bins 0-20%, 20-40%, 40-60% and 60-92%. For all cuts the
same cocktail ratio Y hadrons

γ
/Y π0

γ
was used. We �nd no dependence of Rγ on the pT cut

used. The results for pT > 0.4GeV/c are identical to the nominal results shown in
Fig. 3.23. Also see there for de�nitions of the shown uncertainties.
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Figure 3.25: φ distribution of reconstructed converted photons.
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Figure 3.26: Rγ for pT > 0.4GeV/c in 0-20%, 20-40%, 40-60% and 60-92% centrality
bins for the narrow acceptance and the nominal acceptance. Error bars are the statisti-
cal uncertainties, dark grey boxes per-point yield extraction uncertainties and light grey
boxes the combined correlated systematic uncertainty. See also Fig. 3.23.
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used for the calculation of the tagging e�ciency correction 〈ε f 〉. The method of using
external conversion pairs was �rst developed and used to analyze 2007 data [39]. There
the response of the detector was modeled with a full Monte Carlo simulation with the
GEANT3 [55]-based detector-speci�c simulation package PISAwhichwhile computation-
ally demanding should be able to capture the full physics of �nal state particle transport
and reconstruction with the detector. Having these two technically independent mea-
surements of Rγ allows us to evaluate the quality of the fast Monte Carlo. Also, the
two measurements can be combined to increase the sample size and decrease statistical
uncertainties.

In both 2007 and 2010 the yield of direct photons was measured via the double ratio
Rγ de�ned in Eq. (3.5) composed of an e�ciency- and acceptance-corrected data ratio in
the numerator and a simulated yield ratio in the denominator. Since the acceptance of the
detector was not identical in both years we can only compare e�ciency- and acceptance-
corrected physical quantities; we e.g. do not expect the ratio N incl

ee

Nπ0
ee

to be identical between
2007 and 2010, but the numerators of Eq. (3.5) should be compatible in statistical uncer-
tainties. The denominator in Eq. (3.5) only depends on fully corrected yields of hadrons
and π0 and their branching ratios to photons, so the 2007 and 2010 denominators are
constructed identical.

The fast Monte Carlo simulation was constructed in such a way that adjusting it
for the 2007 conditions requires only determining the centrality-dependent 2007 single
photon e�ciency ε and determining the detector live area for calorimeter photons (i.e.
a list of live towers in the calorimeter), and for electrons and positrons (i.e. acceptance
maps in electron φ and q/pT analog to the 2010 Fig. 3.13). The 2007 analysis did not
use run group-dependent �ducial cuts. From these run-speci�c inputs a 2007 〈ε f 〉 can
be calculated. In Fig. 3.27 we show the relative di�erence between the tagging e�ciency
correction 〈ε f 〉 calculated with the fast Monte Carlo and the full PISA simulation. We
�nd that di�erences are smaller than the typical systematic uncertainties associated with
either method and that both models agree well. This allows us to use a tagging e�ciency
corrections 〈ε f 〉 calculated with the same fast Monte Carlo model for both the 2010 and
2007 data sets with their systematic uncertainties completely correlated.

We can then calculate combined 2007+2010 results by averaging the corrected 2007
and 2010 data ratios, i.e. we calculate as a function of converted photon pT

data ratio2007+2010 =
1

w2007+w2010














w〈ε f 〉

N incl
ee

Nπ0

ee







2007

+






w〈ε f 〉

N incl
ee

Nπ0

ee







2010









(3.27)
where thewi are related to thepoint-by-point statistical uncertainties in the year-dependent
ratios σi with wi = σ

−2
i . We can use this data ratio to calculate Rγ Eq. (3.5) and the decay

photon yield ratios shown in Section 3.5.
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Figure 3.27: Comparisons of photon tagging e�ciencies 〈ε f 〉 for the 2007 data set cal-
culated with a full PISA simulation 〈ε f 〉PISA and the fast Monte Carlo described in Sec-
tion 3.4 〈ε f 〉fMC. The panels are centrality bins 0-20%, 20-40%, 40-60% and 60-92%.
Plotted is 〈ε f 〉fMC−〈ε f 〉PISA

〈ε f 〉PISA
as a function of photon pT . The systematic uncertainty on ei-

ther 〈ε f 〉 is∼ 5% and we �nd good agreement.
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Figure 3.28: The tagging e�ciency-corrected data ratios from 2007 and 2010, corrected
either with a correction measured in a full PISA simulation (PISA) of with a fast Monte
Carlo (fMC). The panels are centrality bins 0-20%, 20-40%, 40-60% and 60-92%.
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In Fig. 3.28 we show the tagging e�ciency-corrected data ratios calculated for the
di�erent data sets calculated with the fast Monte Carlo and the full PISA simulation.
We also show the combined 2007+2010 measurement where both measurements have
been corrected with the fast Monte Carlo correction. Again we �nd good agreement
between the di�erent measurements so that we calculate Rγ with Eq. (3.5). The di�erent
Rγ are shown in Fig. 3.29 where we �nd consistent measurements across data sets and
methods. In Fig. 3.30 and Fig. 3.31 we compare our results to the Rγ obtained in an analysis
using an extrapolation of a virtual photon measurement extrapolated to the photon point
m = 0 [11] and �nd consistency as well.
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Figure 3.29: Rγ from the 2007 and 2010 dataset using a tagging e�ciency derived from
a from a full PISA simulation (PISA) and from a fast Monte Carlo (fMC). The panels
are centrality bins 0-20%, 20-40%, 40-60% and 60-92%. Rγ is calculated using the same
cocktail ratio for all data sets.

To calculate Rγ for aminimumbias sample, we sum the yieldsN incl
ee andNπ0

ee measured
in each centrality class. To obtain minimum bias e�ciency corrections 〈ε f 〉we calculated
the centrality-dependent yields of all and theπ0-decay tagged photons in each centrality
class; since centrality-dependentπ0 yields where used the minimum bias 〈ε f 〉 is the ratio
of the centrality-summed yields. Similarly, the cocktail ratios where obtained by summing
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full detector Monte Carlo simulation; the 2010 measurement uses
the fast Monte Carlo described in Section 3.4.
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Figure 3.30: Rγ from the 2007, 2010 and 2007+2010 combined measurement compared
to the 2004 virtual photon measurement [11]. The di�erent panels are centrality bins 0-
20%, 20-40%, 40-60%and60-92$. Allmeasurements are consistentwithinuncertainties.
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centrality-dependent photon yields from all hadron andπ0 decays exclusively and taking
the ratio of the summed yields.

These comparisons show that the fast Monte Carlo correction produces results equiv-
alent to the full PISA simulation and consistency with the virtual photon analysis [11]. To
ensure maximally correlated systematic uncertainties when combining the 2007 and 2010
measurements will subsequently use the fast Monte Carlo calculation for both data sets.
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Figure 3.31: Like Fig. 3.30, but for a minimum bias sample.

3.8 Summary
We have measured the relative direct photon yield Rγ in four centrality classes in the low
momentum range, 0.4GeV/c < pT < 5.0GeV/c

• While Rγ approaches unity, i.e. a minimal direct photon signal, in peripheral colli-
sions, itsmagnitude increases towardsmore central collisions, revealing an increasing
direct photon signal.

• With our uncertainties Rγ is roughly featureless and �at with pT over the whole
covered momentum range.
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Chapter 4

Direct photon �ow

In Chapter 3 we have shown how a clean sample of real photons can be measured in
external conversions to electron-positron pairs. In this chapter we will use that same
photon sample to measure correlations of the measured photons with the event plane.

4.1 Method

4.1.1 Measurements of anisotropies
We start with the same list of runs and sample of inclusive photons described in Chapter 3.
We then measure the uncorrected anisotropies v i ′

n against reaction planes in the RXP and
MPC detectors where the prime denotes an uncorrected quantity. Withφ the azimuthal
angle of a reconstructed photon and Ψi

k
the angle of the kth reaction as measured in

detector i with n = k m the v i ′
n can be calculated as

v i ′
n = 〈cos k m(φ−Ψi

k)〉 (4.1)

where the angle brackets denote the average over the photon sample and m = 1, . . .. This
simple relation follows from the orthogonality of the di�erent Fourier components of the
correlation function dN/d(φ−Ψi

k
) and allows to measure the nth Fourier coe�cient

with the same or any lower order event planeΨk as long as n is an integer multiple of k .
Alternatively the anisotropies can be extracted from �ts of the v ′n to the correlation

function
dN

d(φ−Ψi
k)
∝ 1+

∞
∑

k=1

v i ′
k m cos k m(φ−Ψi

k) (4.2)

but in this work we use the averages as de�ned in Eq. (4.1) to extract the coe�cients.
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4.1.2 Resolution corrections
To recover the actual anisotropies vn in each detector the measured anisotropies v ′n need
to be corrected for �nite resolution e�ects.

v i
n =

v i ′
n

Res(v i
n)

(4.3)

The resolution corrections Res(v i
n) can be determined by a number of di�erent methods.

In this analysis we use the 2- and 3-subevent methods [56, 57]

2-subevent method The 2-subevent method divides the measurement in a detector into
two equally-sized subevents with similar coverage. Here we measure the reaction plane
anglesΨk by combining hits in the north and south halfs of the RXP orMPC detectors,
and it is natural to to form subevents by only using hits in the north or south detectors.
To estimate the resolution correction we measure from the north-south di�erences [56]

〈cos k m(ΨNorth
k −ΨSouth

k )〉=
r
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(χ 2/4)+ I k+1

2
(χ 2/4)
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(4.4)

where the Iν aremodi�ed Bessel functions of order ν . Given ameasured 〈cos k m(∆ΨN,S
k
)〉

this relation can numerically be inverted to yield χ . Replacing χ with
p

2χ in above
relation then gives the resolution correction for the north-south combined measurement.
In our case we invert above relation with Brent’s method using the implementation
in ROOT [58]. Since the inverted function has a smooth dependence on χ any other
reasonable root �nding algorithm would arrive at similar results.

3-subevent method The 3-subevent method for the estimation of the resolution correc-
tion makes no assumption about equal samples sizes in the subevents, but instead uses
two auxiliary subevents. To determine the resolution corrections for a measurement in
detector A (e.g. from the north-south combined RXPmeasurement) we pick as auxiliary
subevents subevents in another detector B andC (e.g. from themeasurement in the north
and south subdetector of the MPC). The resolution correction can be calculated from
the observed di�erences between detectors

Res(vA
n ) =

√

√

√
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C
k )〉

〈cos n(ΨB
k −Ψ

C
k )〉

(4.5)

4.1.3 Direct photon vn

Withmeasured and resolution corrected inclusive photon anisotropies v incl
n , a known yield

ratio of inclusive photons to photons fromhadron decaysRγ , and the photon anisotropies
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expected from hadron decays vhadrons
n the direct photon vdirect

n can directly be extracted
with

vdirect
n =

Rγv incl
n − vhadrons

n

Rγ − 1
(4.6)

Since Rγ is only slightly larger than unity the direct photon vn will strongly pick up any
uncertainties in the input vn .

In the following we will describe measurements of momentum anisotropies vn . Like
we will show in Section 4.2.1 the RXP detector has the better resolution when compared
with the MPC detector and we will use it to measure the central values. Additionally we
will use the MPC detector to evaluate systematic uncertainties.

4.1.4 Propagation of uncertainties
All statistical uncertainties are propagated as usual with Gaussian error propagation, i.e.
for a quantity y = f (x1, x2, . . .) derived from inputs xi the absolute uncertainty on y is

∆y =
∑
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(4.7)

The e�ect of systematic uncertainties in inputs are estimated by varying one input value
at a time both up and down by σsys and recalculating the derived quantity while leaving
all other inputs �xed at their respective nominal values. We then calculate the relative
di�erence of the derived quantity with respect to the varied value. The total systematic
uncertainty in the derived quantity from all inputs is then given by the quadratic sum of
contributions, more speci�cally the relative uncertainty δi in f (x1, x2, . . .) due xi to is
estimated as
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(4.8)
and the total systematic uncertainty is the quadratic sum of the individual contributions,

∆ysys =
s

∑

i

�

yδ i
y

�2
(4.9)

In the case of uncorrelated systematic uncertainties this method reproduces the Gaussian
propagation in quadrature.
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4.2 Analysis
4.2.1 Resolution corrections
The resolution corrections for the MPC and RXP detectors are shown in Fig. 4.1 for the
centrality binning of the direct photon analysis and for 10% bins. They show the expected
behavior with the RXPmeasurement needing less corrections than the measurement in
the MPC. Also their behavior with centrality behaves as expected, e.g. the resolution
corrections for v2 measurements are small in most central collisions where the v2 of the
particles used to measure the reaction plane is so small that even the large yield of these
particles cannot improve the resolution enough. Going to semi-central collisions the
number of particles goes down, but since v2 increases the resolution improves so that the
correction is closer to unity. When going to peripheral and very peripheral collisions v2
continues to increase, but the yield gets so small that ultimately we loose all resolution.

4.2.2 Measurements of anisotropies vn

The v ′n are measured directly by averaging cos(mk(φ−Ψk)) in pT bins. To be able to
extract the direct photon vn with Eq. (4.6) using the Rγ values shown in Fig. 3.23 we use
the same binning in pT and centrality as used when extracting Rγ .

Even though the event planes are measured in forward detectors with full coverage in
azimuth and correlated with mid-rapidity particles measured with completely di�erent
detectors there is a possibility that detection biases could introduce non-zero vn even if
there was no true correlation between the measured photon and the event plane (in this
case one should recover vn = 0). To model these e�ects we create measurements vBG

n
where the event plane is completely uncorrelated to the photon by pairing photons with
event planes from di�erent events with similar collision vertex and centrality. The true,
correlated and bias-corrected measurement is then

vn = vFG
n − vBG

n (4.10)

We �nd that vBG
n is much smaller than vFG

n , and typically smaller than the systematic
uncertainty on vFG

n .

Charged track vn

To verify our resolution correction and vn extraction procedure and to extract systematic
uncertainties from a large sample we �rst measure the vn of charged tracks. To select
charged tracks we make the following standard selections:

• pT > 0.2GeV/c

• charge 6= 0
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(a) Resolution correction for 20% centrality bins
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(b) Resolution correction for 10% centrality bins

Figure 4.1: Resolution corrections for the RXP andMPC. The centrality bins are 0-20%,
20-40%, 40-60% and 60-92% when for the �rst case and 0-10%, 10-20%, . . . , 90-100% for
the second case. The labels n correspond to the corrections for v2{Ψ2}, v3{Ψ3}, v4{Ψ4}
and v4{Ψ2}. The circle/full lines are from a 2-subevent correction, the squares/dashed
lines from a 3-subevent correction. The relative di�erences between the di�erent correc-
tion methods directly translate to a systematic uncertainty on the measured vn .
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• quality ∈ {31,51,63}

• ∆φ< 2σ∆φ,∆z < 2σ∆z

• n0 =−9999

The �rst three cuts select good charged tracks and are very similar to the cuts used for
electrons in Section 3.2.1. Additionally, we here require a good match of the �tted track to
the cluster reconstructed in the EMCal to reduce background from fake tracks, i.e. wrong
trajectories reconstructed from uncorrelated detector hits in e.g. the tracking detectors,
especially at large pT > 2GeV/c , and also that no scintillation light was recorded in the
RICHwhich mainly removes background from conversion electrons at low pT . After res-
olution correction and background subtraction we arrive at the charged track anisotropies
shown in Figs. 4.2 to 4.4 which are in generally good agreement with earlier measurements
[59]. The small disagreement at low pT might be due to the fact that our measurement is
not corrected for occupancy e�ects which are known to produce small absolute o�sets
and are independent of pT [60]; this e�ect would be especially noticeable when the vn
are small, e.g. at low pT .

Inclusive photon vn

We have con�rmed that our method of resolution correction and vn measurement pro-
duces charged track results consistent with earlier PHENIXmeasurements. To measure
the raw inclusive photon vn we can use the exact same procedure on our conversion
photon sample. Our photon sample is identical to the photon sample used to calculate Rγ ,
see Section 3.2. Since systematic uncertainties are completely dominated by the resolution
corrections we reuse the systematic uncertainties derived from that large statistics charged
track sample. The resulting inclusive photon anisotropies are shown in Fig. 4.5 for smaller
centrality bin, and in Fig. 4.6 after combining several centrality bins. We �nd that the
inclusive photon vn are roughly of the magnitude expected from hadron decays.

4.2.3 vn for photons from hadron decays
To estimate the expected anisotropies of photons from hadron decays, which make up
roughly 80% of the inclusive photon sample, a cocktail simulation is used. We already
built a cocktail simulation for the yield of photons from hadron decays to determined Rγ ,
see Section 3.5. Since there we were only concerned with the yield of photons produced at
midrapidity and not their correlation with event planes parent particles were produced
without preferred emission angles. To correctly estimate hadron decay photon vn the
parent particles need to be correctly correlated with the event planes.

As a general procedure we will parametrize measured hadron vn in the pT range
relevant for our decay photon sample and generate the parent particles according to them.
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Figure 4.2: Charged track v2 in 10% centrality bins from this measurement (black points)
and reference [59], and relative di�erence of this measurement to reference (black points,
gray bands). In comparison the reference is interpolated to the pT of this measurement.
Ourmeasurement does not include a systematic uncertainty accounting for track sample
impurity which is included in the reference.
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Figure 4.3: Charged track v3 in 10% centrality bins and relative di�erence of thismeasure-
ment to reference. Also see additional comments on page 85.
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Figure 4.4: Charged track v4 against the 4th order reaction plane in 10% centrality bins
and relative di�erence of this measurement to reference. Also see additional comments
on page 85.
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Figure 4.5: Inclusive photon vn in centrality bins 0-20%, 20-40%, 40-60% and 60-92%
(columns). The di�erent rows show v2, v3, v4{Ψ4} and v4{Ψ2}. The blue lines show
expectations for photons from hadron decays calculated with the cocktail described in
Section 4.2.3.
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Since charged pion data has the smallest uncertainty in the low momentum range we are
most interested in and hadron vn are known to follow a scaling relation with their number
of constituent quark [61], we will parametrize charged pion data [60, 62, 63] and estimate
our hadron vn with

vn

nn/2
q

=N1 arctan(ax)+N2(x
2+ b x)e−λx (4.11)

where nq is the number of quarks in the hadron, two for all sources we consider; the
scaled kinetic energy x = 1

nq

�Æ

pT
2+m2−m

�

, m the hadron mass and �t parameters
N1, N2, a, b and λ all determined from charged pion data. We perform individual �ts
for each centrality and order, n is used just for consistency with published results. This
parameterization captures the main features of the observed vn :

• vn = 0 for pT = 0,

• vn = const. for pT →∞, and

• a single peak in the low pT range.

The systematic uncertainty in the hadron decay photon vn comes primarily from two
sources,

• a systematic uncertainty in the input data, and

• a �t uncertainty when parameterizing the data.

The�tuncertainty is givenby theCL= 95% con�dence intervals around the central values.
Since the systematic uncertainty in the input data was determined as a relative uncertainty
we assign the same relative uncertainty for each point of the parameterization. These
two systematic uncertainties are uncorrelated and added in quadrature. To determine the
systematic uncertainty of the hadron decay photon vn we run our whole simulation for
three set of input parameters: for the nominal value, and for all parent vn moved up or
down by 1σ of their full systematic uncertainty.

We explicitly account for acceptance e�ects in the data and can perform the simulation
in any acceptance, e.g. in the full angle 0 < φ < 2π and |y| ≤ 1. Since no acceptance
e�ects enter into the simulation we can put the angles of all event planes at φ = 0;
with that instead of generatingφ and random event plane orientations generating just
∆φ=φ−Ψn is su�cient. In our parameterization Eq. (4.11) the hadron vn depend on
the particle pT ; this dependency makes generation of random∆φwith a naïve rejection
sampling using functions dN/dφ(v2, v3, . . .) like implemented in ROOT’s TF1 class
unfeasible. Instead we use a modi�ed rejection sampling algorithm which is an extended
version of the algorithm used by the PHENIX Tsukuba group,
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// v2, v3, v4 given
// ran() is a suitable RNG; we use TRandom3 ::Rndm()
do {

// throw a random phi
phi = 2*PI*ran();

// calculate the even and odd dN/dphi values for this phi
sim_ev = 1 + 2*v2*cos(2*phi) + 2*v4*cos(4*phi);
sim_od = 1 + 2*v3*cos(3*phi);

// calculate random dN/dphi values follow these vn
ran_ev = (1 + 2*abs(v2) + 2*abs(v4)) * ran();
ran_od = (1 + 3*abs(v3)) * ran();

} while (sim_ev <ran_ev or
sim_od <ran_or );

return phi;

The resulting hadron decay photon anisotropies are again calculated by measuring
〈cos k m(φ−Ψk)〉, where we again use ROOT’s TProfile2D in decay photon pT and
cos k m(φ−Ψk). Sincewe explicitly usedΨk when throwing randomangles these averages
directly correspond to the expected hadrondecay photon vn (i.e. the resolution corrections
are all 1 here). The input data with the parameterization and the generated source vn are
shown for charged pions in Figs. 4.7 to 4.9; the expectation for hadron decay photon vn
we already showed in Fig. 4.5 and 4.6

4.2.4 Direct photon vn

Given the inclusive photon vn calculated in Section 4.2.2 and the hadron decay photon
vn from 4.2.3 we can now calculate the direct photon vn with Eq. (4.6). Since the hadron
and inclusive photon vn were measured in di�erent data sets with e.g. di�erent detector
calibrations we cannot assume correlation of systematic uncertainties – in fact the resolu-
tion correction which directly depend on the event plane detector calibrations dominate
the systematic uncertainties in the measurement. For that reason we here assume that sys-
tematic uncertainties in the decay and inclusive photon vn measurements are completely
uncorrelated.

The results for the direct photon anisotropies are shown in Fig. 4.10 and 4.11. Since
Rγv incl

n is not much larger than vdecay
n and the respective uncertainties are both not small

and assumed to be uncorrelated many of the measurements, especially in more peripheral
collisions or for higher n provide no strong constraints on the value of the anisotropy.
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Figure 4.6: Inclusive photon vn in combined centrality bins. also see Fig. 4.5.
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Figure 4.7: Simulated pion v2 in centrality bins 0-10%, . . . , 50-60%. The red bands denote
the quadratic sum of the systematic uncertainty in the input data and the uncertainty in
the �t of the parametrization.
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Figure 4.8: Simulated pion v3 in centrality bins 0-10%, . . . , 40-50%. Also see Fig. 4.7.
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Figure 4.9: Simulated pion v4{Ψ2} in centrality bins 0-20%, 20-40%, 40-60%. Also see
Fig. 4.7.
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Figure 4.10: Direct photon vn in centrality bins 0-20%, 20-40% and 40-60% (columns).
The di�erent rows show v2, v3 and v4{Ψ2}.
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Figure 4.11: Direct photon vn in combined centrality bins.
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Chapter 5

Discussion of the measurements

In Chapter 3 we have extracted Rγ , which is the ratio of the inclusive photon yield to the
yield of photons from hadron decays, from the 2010 data set, which we have combined
with an earlier measurement in Section 3.7. To better understand the implications of these
measurement for the direct photon yield we will in the following derive the direct photon
spectra and study its features. We will use the result from the combined 2007 and 2010
measurements.

5.1 Direct photon momentum spectra
Wewill transform the 2007+2010-combined Rγ measurements shown in Section 3.7 to
direct photon pT spectra with Eq. (3.6),

Y direct
γ
= (Rγ − 1)Y hadrons

γ
. (5.1)

The photon yield from hadron decays was already calculated as contribution to the calcu-
lation of Rγ , see Section 3.5. We use the decay photon spectra shown in Fig. 3.20. Here the
relative uncertainty on theπ0 yield does not drop out as in the cocktail ratio calculated
earlier but needs to be taken into account. The calculated direct photon pT spectra are
shown in Fig. 5.1 and Fig. 5.2.

5.2 Excess photon momentum spectra
In heavy-ion collisions direct photons can be produced both from early hard processes
and later from interactions due the produced medium. While the �rst kind is present in
p + p collisions as well, the second is unique to heavy-ion collisions. To isolate the signal
of photons unique to the heavy-ion environment, we parametrize measurements of direct
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Figure 5.1: Spectra of direct photons in centrality bin 0-20%, 20-40%, 40-60% and 60-
92%. The green lines areNcoll-scaled parameterizations of the direct photon yield in p+ p
collisions.
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Figure 5.2: Spectrum of direct photons in Au+Au minimum bias and p + p collisions.
Full circles are from this measurement in Au+Au. Upwards triangles where measured
in Au+Au collisions, open circles in p + p with virtual photons [11]. Open squares and
downwards triangles were measured with the calorimeter in p+ p collisions in 2003 and
2006, respectively [64, 65]. Open pentagons where measured in Au+Au collisions with
the calorimeter in 2004 [66]. The dashed black line is a �t to the combined p + p data,
while the full line is the p + p �t scaled to the minimum bias Ncoll.
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photon spectra taken in p + p collisions [11, 64, 65] with a pQCD-inspired functional
form

1

2π

d2N

dpT dy
= a
�

1+
pT

2

b

�−c

(5.2)

We obtain a = (8.3± 7.5)× 10−3, b = 2.26± 0.78 and c = 3.457± 0.079. The
input data and the �t are shown in Fig. 5.2.

To calculate the yield from hard interactions in each centrality class, we scale the p+ p
yields with the Ncoll in each class, where Ncoll was measured in a Glauber Monte Carlo
simulation [67, 68]. The Ncoll values we are using are listed in Table 5.1. The calculated
expectation for direct photons from hard processes is shown in Fig. 5.1 and Fig. 5.2. We �nd
clear indication of an additional direct photon yield at low momenta over the expectation
from hard processes.

Table 5.1: The number of nucleon participantsNpart, number of binary nucleon-nucleon
collisions, and constituent-quark participantsNqpart measured in a GlauberMonte Carlo
[67]. Also shown are the values of local inverse slopes of the excess photon spectra deter-
mined in the pT range 0.6 to 2GeV/c .

Npart Ncoll Nqpart Teff

centrality (MeV/c)

0-20% 279.9± 5.7 779.0± 75.2 735.2± 16.2 239± 25± 7
20-40% 140.4± 7.0 296.8± 31.1 333.2± 12.2 260± 33± 8
40-60% 59.9± 5.0 90.6± 11.8 126.5± 6.8 225± 28± 6
60-92% 17.6± 4.2 14.5± 4.0 30.2± 7.1 238± 50± 6

We now subtract the direct photon yield from hard processes and arrive at the excess
photon pT spectra shown in Fig. 5.3 and Fig. 5.4. To characterize the shape of the excess
photon spectra at low pT we can parametrize the data with falling exponential functions

1

2π

d2N

dpT dy
∝ e−pT /Te� (5.3)

whereTe� quanti�es the shape of the spectra. For excess photons emitted froma static black
body radiator we would expect above expression to be a good description of the spectra,
but it was shown that direct photons show large �ow in Au+Au collisions, cf. Chapter 4.
Since the �ow of photons from hard processes is minimal at most, the direct photon �ow
can be attributed largely to the excess photons. If the photons show considerable �ow we
expect modi�cations to their momentum spectra [21]; moreover in this case the inverse
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Figure 5.3: Spectrum of excess photons in centrality bin 0-20%, 20-40%, 40-60% and 60-
92%. The black line is a �t to an exponential in the range 0.6GeV/c < pT < 2.0GeV/c .
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slope cannot be easily related to the medium temperature anymore [26]. In that sense Te�
is strictly a shape parameter for our discussion.

We�nd strikingly similar inverse slope parameters for the di�erent centralitieswhile the
yield varies over more than 2 order of magnitude. The �tted inverse slope values are shown
in Table 5.1. We restricted the �t to the momentum range 0.6GeV/c < pT < 2.0GeV/c
since the lowest pT points do not follow the general exponential trend; similarly the
spectra noticeably harden towards larger pT . However when looking at the �t residuals in
Fig. 5.5 we �nd similar deviations from purely exponential shapes across all centralities,
underlining the observation that the shape of the excess photon spectrum is not a strong
function of centrality.

5.3 Npart-dependence of the excess photon yield
To characterize the evolution of the excess photon yield with centrality we can examine
the pT -integrated excess photon yield calculated from themeasured invariant yield spectra
with

dN

dy
= 2π

∫ 5GeV/c

pT ,min

dpT pT

 

1

2π pT

d2N

dpT dy

!

. (5.4)

Here we have integrated from a minimal pT up to the end of the covered pT range.
However, since the photon spectra are steeply falling in photon pT any such integrated
yield will be dominated by the behavior of the lowest pT points which contribute most
of the yield. For this reason we will study the integrated yield for a number of minimal
photon pT . We have to keep in mind that this procedure yields correlated results since we
reuse measurements from same pT bins for performing di�erent integrations.

The integrated excess photon yields as a function of the number of participants Npart
are shown in Fig. 5.6 for lower integration limits pT = 0.4 . . . 1.4GeV/c . We �nd that the
yield has a power-law dependence on Npart, i.e. dN/dy ∝N α

part with very similar powers
independent of the lower integration limit. The fact that we �nd very similar powers for
all lower integration limits is another manifestation of the similar shapes of the excess
photon spectra already observed when extracting inverse slopes earlier, and a combined �t
of the di�erent results in Fig. 5.6 gives a power α= 1.48±0.08(stat)±0.04(sys)which is
able to describe the centrality dependence for all considered momentum ranges.

One of the earliest results fromRHICwas that the rapidity-integrated charged particle
yield is roughly proportional to Npart [69]. Deviations from this linear dependence at
midrapidity can be understood by considering a mix of soft and hard processes whose
scaling behavior depend on the number of participants Npart and the number of binary
collisions Ncoll, respectively [70]. The Npart-dependence we show here shows a stronger
increase with centrality than that seen for charged particles. A recent analysis suggests
that a linear scaling behavior for the charged particle yield can be recovered at midrapidity
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tra in Fig. 5.3.
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when considering the number of participating quarksNqpart instead of nucleonsNpart [71].
In Fig. 5.7 we show the dependence of the integrated photon yields on Nqpart. We do
�nd a scaling behavior∝N α

qpart, albeit with a power α signi�cantly di�erent from unity,
α= 1.31± 0.07(stat)± 0.03(sys).
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Figure 5.6: Integrated excess photon yield as functions ofNpart. We �nd a commonpower
α= 1.48± 0.08(stat)± 0.04(syst).

5.4 Anisotropies v2 and v3 in a larger momentum range
We have presented our measurements for the inclusive and direct photon in Chapter 4. In
Fig. 5.8 we show for the two most central classes in centrality our results together with the
last published PHENIXmeasurement of the direct photon v2 [13]. In this measurement
photons were reconstructed in the calorimeter. Our photon sample is by construction
very pure, but of limited size, especially when going to larger pT . The sample of photons
from the calorimeter is on the other hand much larger, but su�ers from backgrounds, e.g.
from hadrons, especially at low pT and is limited to pT > 1GeV/c . Both datasets agree
well in the overlap region and follow a smooth trend. While the calorimeter measurement
considered in isolation seems to imply a dropping direct photon v2 towards smaller pT
taking the low pT direct photon v2 measured here with conversions into account clearly
shows a di�erent trend of a direct photon v2 �at and non-zero in the low transverse
momentum range. A similar observation was made in an earlier analysis of the direct
photon v2 with external conversion pairs in minimum bias data [39, 72] reproduced in
Fig. 5.9 which we can con�rm here. In Fig. 5.10 we show a comparison to another recent
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Figure 5.7: Integrated excess photon yield as functions of Nqpart. We �nd a common
power α= 1.31± 0.07(stat)± 0.03(sys).

PHENIX analysis of the direct photon v2 and v3 using calorimeter photons [73]. We �nd
similarly good agreement as with the published result.

Due to large systematic uncertainties, drawing strong conclusions about the precise
values of v3 is not possible with our measurement. We do, however, measure a v3 in most
central collisions that is non-zero, positive and of similar magnitude as the direct photon
v2 in that centrality. In Fig. 5.10 we show our result for the direct photon v3 inmost central
collisions with a measurement from photons reconstructed in the calorimeter [73]. The
two results agree inside their large systematic uncertainties. While we observed a �at v2 in
the low transverse momentum range our v3 measurement tends to imply v3 becoming
smaller as the direct photon pT decreases.
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Chapter 6

Comparisons with models

6.1 The direct photon yield
The conceptually simplest comparison of our data with models is possible using the direct
photon yield. It is strongly related to the total rate of direct photons, but might still
show dependency on the dynamics of the medium. In Fig. 6.1 we compare our results
to di�erent model calculations. The high-pT (hard scattering-like) part of the spectrum
is usually described reasonably well, yet is not a prediction from the PHSD and �reball
models shown here. Instead parameterizations of PHENIX p + p data like shown in
5.2 are used. The shown models tend to consistently predict a yield smaller than seen
experimentally in the low pT range, by factors of 2-3 in the PHSDmodel by Linnyk et al.
and the �reball model by van Hees et al., and by more in the hydrodynamic calculation
by Shen et al., see Fig. 6.2. Here the �rst two models include increased photon emission
rates in the hadron gas phase which is absent in the hydrodynamic model.

A calculation by Chatterjee et al. [74] has found that including �uctuating initial
conditions in their ideal hydrodynamic calculation did not increase yield for low pT direct
photons, but instead for the range pT > 2 . . . 3GeV/c .

6.2 Centrality-dependence of the direct photon yield
The centrality-dependence of the direct photon yield captures the complex interplay
between di�erent mechanisms of direct photon production. While e.g. a QGPmedium
would have its largest volume in most central collisions, a magnetic �eld would vanish for
vanishing impact parameters b = 0. Conversely, very peripheral collisions would create
large magnetic �elds but only a very small QGP volume.

Recent model calculations have investigated the centrality-dependence of the excess
photon yield and con�rmed its power-law dependence on Npart. In a transport model
calculation [19] a power α≈ 1.5 with no strong change in spectral shape was found for
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Figure 6.1: Spectra of direct photons in centrality bin 0-20%, 20-40%, 40-60% and 60-
92% compared to di�erentmodel calculations. The dotted lines are from transport calcu-
lations in the PHSD framework which includes production from Bremsstrahlung pro-
cesses in the hadron gas phase [19]; the full lines are from a �reball model [21]; the dashed
anddot-dashed lines are froma viscous hydrodynamicmodel using eitherKLNorMonte
Carlo Glauber initial conditions [26]. The PHSD calculation is a postdiction, all other
calculations are predictions. In the PHSD and �reball model a parameterization from
data is used to model the hard part of the spectrum.
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Figure 6.2: Ratio of pT spectra and di�erent model calculations shown in Fig. 6.1. The
details of the models are explained there and in the text.

photons produced in the hadron gas phase, and a power α∼ 1.75 for photons from the
QGP phase. A similar value was reported from a hydrodynamic calculation of the QGP
evolution with powers in the range 1.67 < α < 1.9 with the power increasing when
increasing the lower integration limit [26]. The excess photon yield from a very early
Glasma phase is expected to scale with powers 1.47< α < 2.20 [29]. We summarize the
available predictions in Table 6.1.

The magnetic �eld created by the colliding nuclei decreases as the nuclei overlap
more and more so that they practically vanish in completely central collisions b = 0;
consequentially one would expect the yield of photons created from the magnetic �eld
[see e.g. 30, 31] to decrease when going to more central collisions, i.e. α < 0. However,
currently no predictions for the centrality-dependence of the yield in these kinds ofmodels
are available.

Currently none of the considered models can capture the experimentally observed
direct photon yield in any centrality (the Glasma model predicts a centrality-dependence,
but needs to be absolutely normalized with experimental data). The transport calculation
in the PHSD framework yields a power law-dependence consistentwith the observed value
with a model where soft direct photons are produced predominantly as Bremsstrahlung
from hadron interactions in the hadron gas phase, but due to opposite trends with Npart
one would suspect a similar agreement for e.g. a model of production both from strong
initial state magnetic �elds and aQGPmediumwith hydrodynamic evolution. Only with
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Table 6.1: Power in the Npart-dependence of the direct photon yield

α in dN
dy =N α

part

this data 1.48± 0.08(stat)± 0.04(syst)
PHSD, hadron gas (transport) [19] ∼ 1.5
PHSD, QGP [19] ∼ 1.75
OHIO (hydro) [75] 1.67 . . . 1.9
Glasma [29] 1.47 . . . 2.20
magnetic �eld < 0 (?)

quantitative consistency with the observed yields will discriminating di�erent scenarios
come in reach.

6.3 The direct photon v2 and v3

Our measurements of the direct photon v2 con�rm the earlier observation of their consid-
erable �ow in most and more central collisions which is of similar size as the �ow of light
hadrons. Going tomore peripheral collisions we see a further increase of the direct photon
v2. At the same time we measured sizable direct photon �ow at small photon momenta.
We measure a positive v3, possibly of similar magnitude as v2, but with uncertainties
too large to provide constrains on e.g. predictions of the viscosity of the medium from
hydrodynamic calculations [76].

Since the �rst results of direct photon v2 in Au+Au collisions were shown, consider-
able e�ort has been made to re�ne their modeling. After considering additional photon
production in the hadron gas phase, transport and parametric �reball models [19, 21]
predict direct photon elliptic �ow closer yet thus far still below to the experimentally ob-
served values, while still being unable to account for the measured yield, cf. Fig. 6.1 and 6.2.
In studies of di�erent initial conditions in a hydrodynamic treatment [76] it was found
that the predicted dependency was unable to accommodate for the measured absolute
values, see Fig. 6.4. While fully accounting for viscous corrections to the hydrodynamic
evolution of the medium seems to lead to a decrease in the observed �ow of photons,
taking �uctuations in the initial conditions into account appears to lead to their increase
by a similar amount [see e.g. 24, 25].

Practically all models predict very small v2 of photons emitted during the QGP phase
while photons from the hadron gas phase have v2 values closer to the experimental data [21]
which are similar to the v2 values observed for hadrons. Additional photon production
from e.g. Bremsstrahlung processes in the hadronic phase allows for a larger photon yield
from the hadron phase, which after integrating the full time evolution leads to a larger
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Figure 6.3: Comparison of our measurement of v2 with two current model predictions.
The transport calculation of Linnyk et al. [19] includes contributions from hadron in-
teractions in the hadron gas phase and has a systematic uncertainty of about 30% which
is not shown here. In the �reball calculation by van Hees et al. [21] two di�erent pa-
rameterizations of the yield of direct photons from hard scattering processes were used,
referred to as model (a) and (b). See the reference for details. This model considers in-
creased direct photon rates in the hadron gas phase. Not shown here is the result from
the hydrodynamic model by Shen et al. [76] which due to its much smaller prediction
values of v2 is shown separately in Fig. 6.4.

direct photon v2 decreasing the di�erence between predicted and measured direct photon
v2.

Most current models predict the direct photon v2 becoming small for small photon
momenta, just as observed for hadrons. This is especially true for photons from the
hadronic phase. These predictions seem at odds with our observation of considerable
v2 at small pT . Photons emitted from the magnetic �eld in a collision are predicted to
have signi�cant v2 values at small pT [77]; see 6.5. Unfortunately currently no absolute
predictions for the direct photon yield exist for these type of models.
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Figure 6.4: Elliptic and triangular �ow v2 and v3 in the calculation by Shen et al. [76].

(a) m = 1.143, Bz = 1(πT )2 (b) m = 1.307, Bz = 0.1(πT )2

Figure 6.5: Elliptical �ow of direct photons in the model by Müller at al. [77]. Here v2
is given as a function of a normalized frequency with pT ≈ ω. In this model photons
are produced from a strongly coupled medium in a strong magnetic �eld. Blue curves
correspond to photons with in-plane polarizations, the red curves to photons with out-
of-plane polarizations. The black curves show the polarization-averaged values. Results
for two di�erent magnetic �eld strengths are given where Bz = 1(πT )2 corresponds to
eB = 0.39GeV2. Two bare quark masses are considered in the calculation, where m =
1.143 stands in for a bare quark mass Mq ≈ 204MeVc2.
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Chapter 7

Summary and Outlook

In thisworkwehave extracted a high-purity sample of photons down to very low transverse
momentum pT . We have studied the full centrality-dependence of the direct photon
yield and for more central collisions found an excess of direct photons at small pT over
the scaled expectation from p + p collisions. While the spectral shape of the excess
does not appear to depend on the particular centrality for direct photons in the low
momentum range, the yield shows a strong dependence that can be described with a
simple power-law relation between the number of participants in the collision and the
integrated photon yield, dN

dy = N α
part. While at RHIC energies, the yield of hadrons at

midrapidity is roughly proportional to Npart, i.e. αhadrons ≈ 1, for soft direct photons we
observe α= 1.48±0.08(stat)±0.04(syst). Irrespective of remainingmodel di�culties to
accommodate the observed yields on an absolute scale, this simple scaling relation enables
qualitative comparison of competing direct photon production scenarios.

As a quantity very sensitive to the dynamics of the system, we have extracted the
elliptical and triangular �ow v2 and v3 of direct photons from our sample extending the
range of earlier measurements to much lower momenta. Not only do we �nd values of v2
that aremuch larger than the expectation for photons emitted from e.g. aQGP or even the
hadron gas phase, we also �nd a v2 that is surprisingly �at down to very small momenta.
Currently only very few, early calculations show such a dependence with momentum, and
only after their embedding in more complete frameworks will one be able to understand
their role. Wewere able to extract values of v3 formost central collisions and �ndmarkedly
positive values which seems to tend towards zero for very small direct photon momenta,
though large systematic uncertainties make a full quantitative interpretation di�cult.

Since photons have no appreciable �nal state interaction the observed direct photon
signals are sensitive to the full time evolution of the collision, and in the absence of a single,
dominant source of direct photons their modeling might require precise tuning of all
contributing processes. The results we have shown here map out the dependence of the
direct photon yield as a function of centrality of symmetric heavy-ion collisions. However,
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CHAPTER 7. SUMMARY AND OUTLOOK

in any heavy-ion collision with non-zero impact parameter the colliding nuclei can create
strong magnetic �elds, have varying initial state geometries, or create QGP or hadron gas
media, all of which are related to soft photon observables. For symmetric collisions system
like Au+Au which we analyzed here or Pb+Pb studied by ALICE at LHC energies, the
relative size of the contribution due to each e�ect cannot be controlled experimentally: As
collision becomes more central with decreasing impact parameter b , both the magnetic
�elds and the initial state asymmetry get smaller.

However, in an asymmetric system like e.g. d+Au the deuteron can become com-
pletely buried in the gold nucleus, forming a roughly spherical initial state, while still
creating a magnetic �eld, albeit of smaller magnitude than in Au+Au collisions; PHENIX
has studied soft direct photon production in minimum bias collisions in this system [78].
To be able to compare our Au+Aumeasurements and the minimum bias d+Au result
we approximately scale the photon yield in d+Au and Au+Au to the same number of
binary collisions Ncoll by overlaying the spectra at large pT , see Fig. 7.1; that is we scale
out the dependence on the size of the system. Even though drawing strong conclusions is
not possible with the available data the direct photon spectrum in minimum bias d+Au
collisions bears a stronger resemblance with the 60-92% than with the 0-20% Au+Au
spectrum. A d+Aumeasurement extending towards lower pT should make it possible
to discriminate among e�ects due to the magnetic �eld, the relative size of density �uctu-
ations and e.g. medium lifetime. Similarly, measurements of the direct photon spectra
in larger asymmetric systems like U+U, or centrality-dependent measurements in e.g.
Cu+Au would allow to study to relative importance of di�erent sources.
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Figure 7.1: Direct photon yield in most central and peripheral Au+Au collisions (�lled
circles) compared with the yield measured in minimum bias d+Au collisions measured
in the calorimeter (open squares, γ ) and virtual photons (open circles, γ ∗) [78]. The yield
in d+Au is scaled by eye to theNcoll of the respective Au+Aumeasurement, i.e. such that
the yield at large pT is well described by the Ncoll-scaled p + p �t.
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