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Abstract of the Dissertation

Renormalization of electronic properties of semiconductors

from electron phonon interaction

by

Juan Pablo Nery

Doctor of Philosophy

in

Physics

Stony Brook University

2018

Electron-phonon e↵ects in crystals have been studied for over a century. They com-
prise a fundamental aspect of Solid State Physics, including superconductivity, temperature-
dependence of optical properties, and transport. Systematic first principles calculations were
established the end of the 1980s, with the development of Density Functional Perturbation
Theory, which made calculations much more e�cient than supercell methods. In this work,
we focus mainly on two aspects of the electron-phonon interaction (EPI): (i) How the Fröhlich
polaron a↵ects the spectral function of polar semiconductors, and in particular, the quasi-
particle (QP) renormalization (Chapters 2 and 3). (ii) The temperature dependence of the
(222) forbidden X-ray reflection peak in silicon (Chapter 4).

In the Introduction, we define the retarded Green’s function, a fundamental tool to study
properties of semiconductors at finite temperature. We also introduce the spectral function
and show how it relates to the QP peak. The Born e↵ective charge, closely related to the
Fröhlich polaron, is then defined as well. The Fröhlich polaron model is described, and
expressions for the electron-phonon matrix element and corresponding zero-point renormal-
ization (ZPR) are derived. A generalized Fröhlich model is subsequently presented, and
used to interpolate the electron-phonon matrix elements with a Wannier scheme. Finally,
basic descriptions of Density Functional Theory (DFT) and Density Functional Perturbation
Theory (DFPT) are given.

The next Chapter deals with a simple method to calculate the temperature dependence
of the conduction band minimum or valence band maximum in polar semiconductors. The
non-analyticity in long-range modes makes calculations very hard to converge, requiring
very dense phonon grids which are computationally very demanding. Our method treats the
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problematic term analytically in the region of small phonon wavevector, where it is dominant,
while the other terms are treated numerically with the usual adiabatic approximation. We
apply the method to zinc-blende GaN.

In the third and longest Chapter, a cumulant representation of the Green’s function is
used to calculate the spectral function of two polar semiconductors, MgO and LiF. We discuss
in detail properties of the method and provide an extensive numerical analysis. It is shown
that this approach gives the right distance, approximately the longitudinal-optical phonon
frequency, between the QP peak and a prominent feature known as the satellite. On the
other hand, the distance in the more usual approach using the Dyson equation is much larger.
The position and weight of the QP are also better predicted with the cumulant approach,
according to diagrammatic quantum Monte Carlo calculations in the Fröhlich model, while
the Dyson approach to the same order considerably underestimates the QP peak. The exact
spectral functions of the conduction bands turn out to be surprisingly similar to those of the
Fröhlich model. In particular, the ZPR from the Fröhlich polaron comprises a significant
portion of the total ZPR.

In the last Chapter, we first obtain a perturbative expression for the temperature depen-
dence of the charge density from a many-body approach, which includes both Debye-Waller
(DW) and Fan type terms. Previous models, on the other hand, assumed rigidity of the va-
lence charge, which led to expressions with a DW factor only. By using an acoustic sum rule,
we express the second derivatives (DW type-term) as a function of first derivatives (Fan-
type terms), simplifying the calculations. Then, we study the convergence of the charge
density and of the structure factor, and obtain how the structure factor changes with tem-
perature. The non-adiabatic version of our expression for the change of the charge density
with temperature should be useful to study other phenomena such as pyroelectricity.

Finally, an Appendix includes the derivations of several equations used in this work.
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Fröhlich polaron. 36

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Self-energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Quasiparticles and spectral function . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Cumulant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
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Chapter 1

Introduction

The study of electron-phonon interactions (EPI) is indispensable for understanding sev-
eral phenomena of Solid State Physics, including the temperature dependence of optical
properties, electron mass renormalization and its relation to the critical temperature in su-
perconductivity, and transport properties such as resistivity and thermal conductivity [1].
Here we focus on analyzing how the Fröhlich polaron [2] a↵ects the electronic spectral func-
tion in polar semiconductors. Surprisingly, this is not well understood, and the usual Dyson
equation to lowest order gives incorrect results. The theory of temperature dependent prop-
erties was not well established until the 1970s [3, 4], and there is still some work that needs
revision [5]. In this light, the other focus of this work is to understand how the forbidden
reflection changes with temperature, through a perturbative expression for the change of the
charge density with temperature.

The concept of the polaron was introduced by Landau as early as 1933. The Fröhlich
polaron can be understood as the interacting system between electrons and longitudinal
optical modes that generate a macroscopic electric field. Extensive work has been done
in this area. There is increasing evidence that polarons are related to high-temperature
superconductors, colossal-magnetoresistance oxides, and conducting polymers (see review
[6]). They have been tackled analytically and numerically in several ways, including path-
integrals, diagrammatic expansions, variational methods and Monte Carlo techniques. Some
properties, like the optical absorption measured in [7], have been adequately explained by
polaron theory [8]. Although polarons dominate certain properties, it is common in the
polaron literature to exclude other terms that enter the electron-phonon interaction. All
phonon modes and electronic bands should be considered for a full and accurate description
of the properties of crystals.

This has started to change with recent ab-initio polaron related calculations [9–12], to-
gether with new interpolation schemes [13,14] that are able to calculate non-analytic electron-
phonon matrix elements in very dense grids. In the same spirit, in Chapter 2, we develop a
simple and computationally non-expensive method to account for the non-analyticity [15].
Improved resolution in ARPES experiments has also been able to resolve sidebands [16–19],
which indicate polarons should play an important role in novel electronic devices. Sidebands
are separated from the quasiparticle (QP) peak by energies of ⇠0.1 eV, the order of the lon-
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gitudinal phonon frequencies. More details are included in Sec. 3.1. The satellites observed
in [16] agree with the ab-initio calculations of [10]. In our recent work, Chapter 3, we also
calculate the spectral function of polar semiconductors. In Chapter 4, we grapple with a
property that has not been adequately addressed in the literature: the change of the charge
density with temperature. Another way to summarize this work is through the following
questions:

Chapter 2: How can non-adiabatic e↵ects in polar semiconductors be treated adequately?
Chapter 3: What is a correct way to calculate spectral functions in polar semiconductors?
Chapter 4: How does the valence charge change with temperature?

The first question originated with the work of Ref. [20], where it was noticed that the
adiabatic approximation diverges in polar semiconductors. It casts doubt on earlier research,
like the large ZPR obtained for molecular crystals in [21], and calls for accurate non-adiabatic
methods. The conclusions in Chapter 4 indicate that the results of [22,23], which deal with
organic systems, would also have to be revisited. Other active areas of research will be
mentioned in the Conclusion.

In the following subsections, we introduce the concepts and mathematical tools that
will be used throughout the thesis. The self-energy plays a central role, together with the
Fröhlich polaron model, closely related to the Born e↵ective charge and non-analyticity of the
electron-phonon matrix elements. Density Funcional Theory (DFT) and Density Functional
Perturbation Theory (DFPT) are briefly described, and help explain how macroscopic electric
fields can be incorporated. Here we follow existing literature, and our contributions are
contained in Chapters 2 to 4. This introduction should be useful to gain some familiarity with
the Fröhlich polaron, and contains the derivation of the corresponding coupling constant,
which is not easily found in the literature. By including existing expressions for the matrix
elements of some Green’s function, we also show how to extend a formula for the imaginary
part of the Green’s function to o↵-diagonal matrix elements, and use it in Chapter 4.

Unless otherwise specified, we use Hartree atomic units, so Planck’s constant, the mass
of the electron and the elementary charge are one: ~ = 1,me = 1 and e = 1. In some sections
we explicitly include them for clarity, and also in Chapter 2. When considering sums over
the electronic or phonon wavevectors k or q, a factor 1/Nk or 1/Nq (the number of terms in
the sum) is sometimes implied.

Chapters 2 and 3 are previously published works, Ref. [15] and [24], respectively. Chapter
2 was written primarily by the author, while Chapter 3 includes significant contributions from
P. B. Allen and X. Gonze. P. B. Allen has also done some of the writing of Chapter 4.

1.1 Green’s functions

Green’s functions are a very useful tool to calculate observables. In this work, we will be
concerned with the renormalization of electronic energies, spectral functions and the charge
density, and how these properties change with temperature T . Some derivations are included,
but other results are only mentioned. Detailed discussions and proofs can be found in the
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books of Mahan [25], Fetter and Walecka [26], Bruus and Flensberg [27], and others.
First, we define the thermal average of an operator O,

hOi = Tr[e��HO] =
1

Z

 
X

l

e��Elhl|O|li
!

(1.1)

where {|li} is a basis of eigenstates of the Hamiltonian H, � = 1/kT with k the Boltzmann
constant, and Z = Tr[e��H ] is the partition function. The retarded electron Green’s function,
useful to calculate propeties at finite temperature, is defined by

GR(kk
0, t) = �i✓(t)h{ck(t), c†k0(0)}i (1.2)

where k will represent the quantum numbers used to label states. We will not be converned
with spin, so k = kn, with k the electronic wavevector and n the band index. Because of
momentum conservation, k = k

0, so kk0 = knkn0 in this work. {, } is the anticommutator,
and c†k and ck are the creation and destruction operators of the electron, respectively. They
are in the Heisenberg picture, which means their time-evolution is given by

O(t) := eiHtOe�iHt (1.3)

where O is the original operator (in the Schrödinger picture) and H is the time-independent
Hamiltonian of the system. The spectral function is given by

A(k,!) = � 1

⇡
=mGR(kk,!), (1.4)

experimentally accessible through Angle Resolved Photoemission Spectroscopy (ARPES).
The connection of the Green’s function to the renormalization of energies and charge density
is less straightforward and will be established in Chapter 4. In Chapter 3 we consider only
diagonal elements, k0 = k, and use the notation GR(k,!) instead of GR(kk,!). Considering
o↵-diagonal elements is less common in the literature, but they appear naturally in Chapter
4.

The retarded Green’s function satisfies the Dyson equation

G(kk0,!) = G0(kk
0,!) +

X

k00k000

G0(kk
00,!)⌃(k00k000,!)G(k000k0,!), (1.5)

where ⌃ is known as the self-energy, and G0(k,!) is the non-interacting Green’s function

G0(kk
0,!) =

�kk0

! � "k + i⌘
. (1.6)

The parameter ⌘ > 0 is infinitesimal and necessary to properly define the analytical prop-
erties of Green’s functions, and ✏k is the unrenormalized electronic energy. Equation (1.5)
is also commonly written in matrix form as G = G0 + G0⌃G. The self-energy of the time-
ordered Green’s function (see Eq. (1.10) and next section) can in principle be calculated
through diagrammatic perturbation theory (Feynman diagrams). In practice, only the lowest
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order terms are calculated, which is valid when the interaction is weak. Since the self-energy
determines the Green’s function, it plays a fundamental role in the theory.

To lowest order in the atomic displacements, ⌃(kk0,!) = ⌃Fan(kk0,!)+⌃DW(kk0), where
⌃Fan(kk0,!) contains squares of first-derivatives, and ⌃DW(kk0) second-derivatives. They
were worked out by Fan [28] and Antončik [29], respectively, and treated together in Yu’s
unpublished thesis [30]. It was only over a decade later that this was realized in published
work [3, 31–33].

Writing the indices more explicitly, k = kn and k0 = kn0, the Fan self-energy at temper-
ature T is given by (same expression as Eq. (4.18), and Eq. (3.6) with n = n0)

⌃Fan(knn0,!) =
1

Nq

BZX

qs

X

m

hkn|H(1)

�qs|k+ qmihk+ qm|H(1)

qs |kn0i⇥

⇥

nqs(T ) + 1� fk+qm(T )

! � "k+qm � !qs + i⌘
+

nqs(T ) + fk+qm(T )

! � "k+qm + !qs + i⌘

�
.

(1.7)

where q is the phonon wavevector, s the phonon mode, !qj are the phonon frequencies, Nq

is the number of phonon wavevectors, |kni an electronic Bloch state, nqj(T ) and fkn(T ) are

the Bose-Einstein and Fermi-Dirac distributions, respectively, at temperature T , and H(1)

qs is
the change of the Hamiltonian due to phonon qs. It can be written as

H(1)

qs =
X

i↵

@H

@ui↵(q)
ui↵(qs) =

X

li↵

eiq.Rl
@H

@uli↵
ui↵(qs), (1.8)

where uli↵ is the displacement of the ion of cell index l and type i in the Cartesian direction
↵, Rl is the position of cell l, and ui↵(qs) = ei↵(qs)/

p
2Mi!qs (see Sec. 1.3; Mi is the

mass of atom i and ei↵(qs) the polarization vector). The electron-phonon matix element

hk+qm|H(1)

qs |kni is commonly written as gmns(k,q). In Chapter 4, we also use the notation

V (1,qs)
k+qm,kn.
A usual approximation consists of omitting the phonon frequencies !qs. However, we will

see in Sec. 3.1 that this adiabatic approximation does not work in polar semiconductors.
Equation (1.7) is used in Sec. 1.4.2 to calculate the ZPR of the Fröhlich polaron, and in
Chapter 3 and 4. More details are included in Chapter 3. The derivation can be found
in [25], Sec. 3.5.

A useful identity, that we use multiple times, is

1

x+ i⌘
= P

1

x
� i⇡�(x) (1.9)

where P denotes the principal value. Together with Eq. (1.4) and Eq. (1.6), the result for
the non-interacting case is A(k,!) = �(!�"k). When interactions are added, the position of
the quasiparticle peak in general is shifted from "k (energy renormalization) and broadened.
Additional features can appear as well. See for example Fig. 9 in Chapter 3.
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1.1.1 Matsubara formalism and relation to the retarded Green’s function

At T = 0, the time-ordered Green’s function is normally used, which for fermionic operators
is defined as

Gt�O(kk
0, t) = �ihTck(t)c†k0(0)i

= �i✓(t)hck(t)c†k0(0)i+ i✓(�t)hc†k0(0)ck(t)i,
(1.10)

where T in the first line is the time-ordered operator, not to be confused with the temper-
ature; the operators are ordered from right to left in increasing time1. The reason for using
Gt�O is that time-ordered operators satisfy Wick’s theorem, which conveniently leads to di-
agrammatic perturbation theory. On the other hand, when using the Matsubara formalism
on the time-ordered Green’s function to calculate properties at T 6= 0, it turns out that the
answer is expressed in terms of GR when returning to the real axis. Let us see how this
works.

The idea of the Matsubara formalism consists of switching to imaginary time t = i⌧ , and
to come back to real time at the end of the calculations through analytic continuation. The
Matsubara Green’s function, also known as the imaginary-time Green’s function, is defined
by

G(kk0, ⌧) = �hT⌧ck(⌧)c
†
k0(0)i, (1.11)

where T⌧ is just the time-ordering symbol (now in imaginary time). It can be shown that
G(kk0, ⌧ + �) = �G(kk0, ⌧) for �� < ⌧ < 0, and similarly for 0 < ⌧ < �. Since G(kk0, ⌧) is
an antisymmetric function in a finite interval, �� < ⌧ < �, it can be written as the Fourier
series

G(kk0, i!n) =

Z �

0

d⌧ei!n⌧G(kk0, ⌧)

G(kk0, ⌧) =
1

�

1X

�1
e�i!n⌧G(kk0, i!n),

(1.12)

where !n = (2n + 1)⇡/�. We adopt the common notation of using i!n as an argument,
instead of a subindex n, because of the later analytic continuation to the real axis. First, we
obtain the Lehmann representation (which is useful to prove formal results) of the Matsubara
and retarded Green’s functions.

1For bosonic operators, the time-ordered product is defined with the same sign on both terms. Also,
we use t� O to indicate time-ordered, to di↵erentiate it from the imaginary time-ordered Green’s function
defined in the next paragraph. It is common not to write a subindex for the time-ordered Green’s function,
as opposed to the other versions.
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Inserting the identity
P

l0 |l0ihl0| in Eq. (1.2) (see [27], Sec. 8.3.3),

GR(kk
0, t) = �i✓(t)h{ck(t), c†k0(0)}i = �i

1

Z

X

l

hl|e��H
⇣
ck(t)c

†
k0(0) + c†k0(0)ck(t)

⌘
|li

= �i 1
Z

X

ll0

e��El

⇣
hl|ck|l0ihl0|c†k0 |lie

i(El�E
l0 )t + hl|c†k0 |l

0ihl0|ck|lie�i(El�E
l0 )t
⌘ (1.13)

Transforming to frequency space,

GR(kk
0,!) = �i

Z 1

0

dtei(!+i⌘)t 1

Z

X

l,l0

e��El

⇣
hl|ck|l0ihl0|c†k0 |lie

i(El�E
l0 )t

+ hl|c†k0 |l
0ihl0|ck|lie�i(El�E0

l
)t
⌘

=
1

Z

X

ll0

e��El

 
hl|ck|l0ihl0|c†k0 |li
! + El � El0 + i⌘

+
hl|c†k0 |l0ihl0|ck|li
! � El + E 0

l + i⌘

!

=
1

Z

X

ll0

hl|ck|l0ihl0|c†k0 |li
! + El � El0 + i⌘

�
e��El + e��E

l0
�

(1.14)

This the Lehmann representation of the retarded Green’s function. Similarly, for the Mat-
subara Green’s function on Eq. (1.11),

G(kk0, ⌧) = � 1

Z
Tr
h
e��He⌧Hcke

�⌧Hc†k0
i

= � 1

Z

X

ll0

e��Elhl|ck|l0ihl0|c†k0 |lie
⌧(El�E

l0 )
(1.15)

and thus

G(kk0, i!n) =

Z �

0

d⌧ei!n⌧�1
Z

X

ll0

e��Elhl|ck|l0ihl0|c†k0 |lie
⌧(El�E

l0 )

= � 1

Z

X

ll0

e��El
hl|ck|l0ihl0|c†k0 |li
i!n + El � El0

�
ei!n�e�(El�E

l0 ) � 1
�

=
1

Z

X

ll0

hl|ck|l0ihl0|c†k0 |li
i!n + El � El0

�
e��El � e��E

l0
�

(1.16)

We can analytically continue Eq. (1.16) to Eq. (1.14) by the substitution i!n ! !+ i⌘. That
is, G(kk0, i!n ! ! + i⌘) = GR(kk0,!) 2. This is the usual procedure to obtain quantities at

2A known property of uniqueness of analytic functions says that if two holomorphic functions f and g in
D coincide on a set of points that has a limit point in D, the functions coincide. In the Matsubara formalism
there is a discrete set of points, without an accumulation point. However, Ref. [34] shows that the analytic
continuation can still be done in a unique way. Writing the Green’s function in a rational way, as we do
here, accomplishes this [27].
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finite temperature.

1.1.2 Relations between di↵erent Green’s functions

The greater and lesser Green’s function are defined by

G>(kk
0, t) = �ihck(t)c†k0(0)i

G<(kk
0, t) = ihc†k0(0)ck(t)i

(1.17)

An important identity, which we use in Chapter 4 (see Eq. (4.13)), is an o↵-diagonal version
of

G<(kk,!) = �2if(!)=mGR(kk,!) (1.18)

where f(!) is the Fermi-Dirac distribution. To prove this, we follow steps similar to those
in Eqs. (1.13) and (1.14) , and get

G>(kk
0,!) = �2⇡i

Z

X

ll0

e��Elhl|ck|l0ihl0|c†k0 |li�(El � El0 + !). (1.19)

Also

G<(kk
0,!) =

2⇡i

Z

X

ll0

e��Elhl|c†k0 |l
0ihl0|ck|li�(�El + El0 + !)

=
2⇡i

Z

X

ll0

e��E
l0 hl0|c†k0 |lihl|ck|l

0i�(�El0 + El + !)

=
2⇡i

Z

X

ll0

e��(El+!)hl0|c†k0 |lihl|ck|l
0i�(�El0 + El + !)

= �e��!G>(kk
0,!).

(1.20)

The absence of the ✓(t) function gives factors of the type �(El � El0 + !), as opposed to
1/(El � El0 + !) in Eq. (1.14).

Taking k = k0 and using Eqs. (1.9) and (1.14),

=mGR(kk,!) = �
1

2
i(1 + e��!)G>(kk,!) (1.21)

and combining it with Eq. (1.20), we obtain Eq. (1.18). In Chapter 4, we encounter the
o↵-diagonal expression =mGR(kk0,!). If k 6= k0, then hl|c†k0 |l0ihl0|ck|li in Eq. (1.14) is not
necessarily real, and the imaginary part of GR(kk0,!) contains another term. However, in
Chapter 4, G< appears in Eq. (4.7) through Eq. (4.8). Since the functions  kn have an
arbitrary phase, which cancel out in Eq. (4.4), this implies that the phase of G< is also
arbitrary. Because of the form of Eq. (1.20), this implies that the phase of hl|ck|l0ihl0|c†k0 |li
is arbitrary (so we can take it to be real), and thus of the numerator of Eq. (1.14). In this
way, we recover Eq. (1.18) for the o↵-diagonal case. See also the comments after Eq. (4.13).
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1.1.3 Quasiparticle peak

As mentioned earlier, the position of the QP is generally broadened and shifted when in-
teractions are taken into account, and additional features can appear. Using the Lehmann
representation, it can be shown that (see Eq. (A.4) in the Appendix)

Z
d!A(k,!) = 1. (1.22)

If the peak is indeed broadened and shifted, and most of the weight of the spectral function
is under such peak, then we refer to it as the QP peak. If other prominent features appear,
but carry a smaller weight than the QP peak, they are referred to as sidebands or satellites.

Using Eq. (1.4), (1.5) and (1.6), one gets (see also Eq. (3.8))

A(kn,!) =
(�1/⇡)=m⌃(kn,!)

(! � "kn �<e⌃(kn,!))2 + (=m⌃(kn,!))2
. (1.23)

Usually, the imaginary part of the self-energy does not vary appreciably around the position
of the QP, and the position of the QP is given by

EQP
kn = "kn + ⌃(kn,EQP

kn ) (1.24)

This equation can be solved self-consistently and coincides with the Brillouin-Wiger approach
[25].

Another approach, which a priori appears to be a coarser approximation, is to replace EQP
kn

on the right-hand side by the unrenormalized energy "kn (on the mass shell approximation),
giving

EQP
kn = "kn + ⌃(kn, "kn) (1.25)

This coincides with Rayleigh-Schrödinger perturbation theory when considering ⌃ to lowest
order. However, we will see in Chapter 3 that Eq. (1.24) significantly underestimates the
position of the QP for the Fröhlich polaron, while Eq. (1.25) is much more accurate.

1.2 Born e↵ective charge

The Born e↵ective charge, also known as e↵ective or dynamical charge, is defined as

Z⇤
i,↵� = ⌦0

@Pmac,�

@ui↵(q = 0)

����
E↵

=
@Fi,↵

@E�

����
ui↵=0

. (1.26)

where Pmac,↵ is the macroscopic polarization, E↵ the macroscopic electric field, Fi,↵ the force
on atom i, and ui↵ is the displacement from equilibrium of atom i in direction ↵. In the
first derivative, q = 0 indicates that the whole sublattice of atoms i are displaced together,
and |E↵

that the derivative is at constant electric field. Thus it can be expressed as the
derivative of the macroscopic polarization with respect to the atomic displacements, or as
the derivative of the force induced on an ion by a change of a macroscopic electric field. A
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brief and clear discussion of Born e↵ective charges and Wannier functions (see Sec. 1.4.4)
can be found in [35].

With the Born e↵ective charge, the change of polarization can be expressed in terms of
these e↵ective charges times their displacement,

�Pi,� =
1

⌦0

Z⇤
i,↵�ui↵, (1.27)

as opposed to the formal charges. The Born e↵ective charge is a dynamical and measurable
quantity, while the formal charge of an ion is arbitrary and depends on how the charge of the
bonds is divided. While the formal charge is related to the amount of charge that participates
in the bonds, polarization or ferroelectricity are given by how that charge changes with ionic
displacements.

The macroscopic electric field or polarization associated with the Born e↵ective charge
(and with the Fröhlich coupling, see Eqs. (1.61), (1.62), and (1.64)) then arises from the
(small) displacements of the nuclei. The macroscopic polarization coupled to the displace-
ments induces additional dipoles that vary on the microscopic scale, and give rise to a
macroscopic quadrupole potential [36]. In other words, the displacements of the nuclei give
rise to higher order interactions, like quadrupole-quadrupole or octupole-octupole, that de-
cay as 1/d5 and 1/d7, respectively [37]. The Fröhlich coupling is associated with the dipole
interaction between atomic displacements, and in real space the force decays as 1/d3 (with
d the distance between atoms). So, in principle, a polar material can have zero Born e↵ec-
tive charges, since other non-analytic terms are present. In practice, however, the Fröhlich
coupling dominates over higher dipoles, and we refer to polar materials as those that have
non-zero Born e↵ective charges. For example, in [38] we studied the energy renormalization
of the band-gap from piezoacoustic modes. We observed an interesting low temperature
non-adiabatic behavior, but at higher temperatures, the piezoacoustic e↵ects can be treated
adiabatically and are not particularly important.

The Born e↵ective charge also determines the long-range part of the interatomic force
constant (Sec. 1.3.1), the dielectric function, and as we will see in Section 1.4, the long-range
part of the electron-phonon interaction associated to the Fröhlich polaron.

1.3 Interatomic force constant matrix

Here, we define the interatomic force constant (IFC) matrix in a periodic crystal, and show
how it can be separated into analytical and non-analytical parts [39]. It is defined by

Ci↵,j�(l,m) =
@2Etot

@uli↵@umj�
. (1.28)

where Etot is the total energy, and uli↵ is the displacement of ion i in cell l in direction ↵.
The Fourier transform is

Ci↵,j�(q) =
1

N

X

l

Ci↵,j�(0,m)eiq.Rl (1.29)
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where Rl are the lattice vectors, and the dynamical matrix is defined by

Di↵,j�(q) =
Ci↵,j�(q)p

MiMj

, (1.30)

where Mi is the mass of atom i. The equation of motion is a generalized eigenvalue problem

Mi!
2

qsUi↵(qs) =
X

j�

Ci↵,j�(q)Uj�(qs) (1.31)

or equivalently

!2

qsei↵(qs) =
X

j�

Di↵,j�(q)ej�(qs) (1.32)

where ei↵(qs) =
p
MiUi↵(qs) are the polarization vectors, and s is the phonon mode. The

normalization condition is

X

i�

e⇤i�(qs)ei�(qs
0) = �ss0 (1.33)

Equation (1.32) determines the phonon frequencies !qs in Eq. (1.7)(in particular, the phonon
frequency !LO of the Fröhlich polaron) and the polarizaation vectors ei↵(qs), which enter in
the self-energy Eq. (1.7) through Eq. (1.8).

1.3.1 Non-analyticity

Let us consider a crystal in the presence of a long range electric field E↵exp[i(q.r � !t)],
with displacements ui↵(qs)exp[i(q.r � !t)], and assume an energy density Etot/⌦0 can be
defined at every point. Following Sec. 7 in p.265 of [40] (see also [39] and Sec. A.3 of [20]),
and omitting indices qs, the energy can be written as

Etot =
1

2

X

ij↵�

u⇤
i↵C

AN

ij↵�uj� �
X

i↵�

u⇤
i↵Z

⇤
i,↵�E� �

⌦0

8⇡

X

↵�

E↵�↵�E� (1.34)

where CAN

i↵,j� is the analytic part of the IFC, Eq. (1.28), �↵� is the susceptibility, and Z⇤
i,↵�

the Born e↵ective charge. It is instructive to see from this expression that the IFC, Born
e↵ective charge and susceptibility can be written as second derivatives of the total energy.

From the Euler-Lagrange equations, the equation of motion is

!2Miui↵ =
X

j�

CAN

i↵,j�uj� �
X

�

Z⇤
i,↵�E� (1.35)

Thus, in addition to the analytic term, there is also a term resulting from the macroscopic
electric field. Let us see that the second term is non-analytic in q, justifying the notation.
The dielectric displacement is defined by
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D = E+ 4⇡P = ✏ · D (1.36)

In the absence of magnetic field, r⇥ E = 0, so q ⇥ E = 0: E is parallel to q. If there are
no free charges,

r.D = 0, (1.37)

so q.D = 0: D is perpendicular to q. Thus, the parallel component of the polarization has
to cancel the electric field. The polarization is

P = � 1

⌦0

@Etot

@E
, (1.38)

so

P� =
X

i↵

1

⌦0

ui↵Z
⇤
i,↵� +

X

↵

1

4⇡
E↵�↵� (1.39)

The first term corresponds to Eq. (1.27), the contribution from the ionic displacements at
constant electric field.

Replacing in the definition of D and multiplying by q,

0 = E↵q↵ + 4⇡

 
X

i↵

1

⌦0

ui↵Z
⇤
i,↵�q� +

X

↵

1

4⇡
E↵�↵�q�

!
. (1.40)

Now se use that

✏1↵� = �↵� + �↵� (1.41)

and E↵ = |E|q↵/q. Therefore

E = �4⇡

⌦0

X

i

ui · Z⇤
i · q

q · ✏1 · q q (1.42)

Substituting in Eq. (1.35), we can write [37, 39]

Ci↵,j�(q! 0) = CAN

i↵,j�(q = 0) + CNA

i↵,j�(q! 0) (1.43)

with

CNA

i↵,j� =
4⇡

⌦0

(q · Z⇤
i )↵(q · Z⇤

j)�
q · ✏1 · q . (1.44)

So, as we mentioned earlier, the Born e↵ective charge determines the non-analytic part of
the IFC. If the LO eigendisplacements of IFC at q = 0 are the same as those of q! 0, then
in the limit q! 0 (reintroducing indices qs),
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!2

qs = !2

q=0,s +
4⇡

⌦0

|
P

i q · Z⇤
i · Ui(q = 0, s)|2

q · ✏1 · q (1.45)

where we used the normalization equation, Eq. (1.33), and Ui↵(qs) are the eigenvectors of
the generalized eigenvalue problem, Eq. (1.31).

Equation (1.45) manifestly shows what is known as LO-TO splitting. In Sec. 1.4.1, for
the case of two atoms in the primitive cell, we derive Eq. (1.45) and an explicit expression
for the Born e↵ective charge.

1.4 Fröhlich polaron

The Fröhlich polaron is a model developed in 1954 [2]. It corresponds to the interacting
system between an electron in the bottom of the conduction band and a longitudinal optical
phonon. The Hamiltonian of the Fröhlich polaron is given by

H =
X

k

q2

2m⇤ c
†
kck+!LO

X

q

a†qaq +
X

kq

Mk,qc
†
k+qck(aq + a†�q),

Mk,q =
i

q


4⇡

⌦0

!LO

2

✓
1

✏1
� 1

✏0

◆�1/2 (1.46)

This implies: (i) An isotropic e↵ective mass approximation for the energy of the electron. (ii)
A dispersionless phonon (Einstein model). (iii) Isotropic Born e↵ective charge Z⇤, isotropic
high-frequency electronic dielectric constant ✏1, and consequently, isotropic dielectric con-
stant ✏0 (compare with the general form of the Hamiltonian in the Appendix, Eq. (A.1)).
The 1/q in the electron-phonon matrix element is associated to a macroscopic electric field,
as we will now see.

1.4.1 Electron-phonon matrix element

To derive the electron-phonon matrix element, we follow closely Ref. [41], Sec. 6.4 and Sec.
3.3.5, and Ref. [39]. In this way, the derivation of Ref. [41] is contained in one section, and
Ref. [39] helps to establish the result more rigurously.

The derivation is based on the equation of motion of a harmonic oscillator in the presence
of a electric field, and the Gauss equation in a system with no free charges. As a result of
this analysis, the Lydanne-Sachs-Teller (LST) relation is also derived3, together with the
expression that relates the transverse and longitudinal phonon frequencies.

We consider a crystal with two atoms in the unit cell, interacting with a long wavelength
(macroscopic) electric field

E = E0e
i(q.r�!t) (1.47)

3Although not a result we explicitly use in our work, it is directly related to the non-analyticity in
Eq. (1.46).
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The atoms can be described as a single harmonic oscillator with a relative displacement
vector u, reduced mass µ = (M1 + M2)/(M1M2), e↵ective charge Z⇤ (we will obtain an
expression for it in terms of other quantities of the problem later) and natural vibrational
frequency !TO. The equation of motion is

µ
d2u

dt2
= �µ!2

TOu+ Z⇤
E (1.48)

Using (1.47), solutions to (1.48) can be written as

u = u0e
i(q.r�!t). (1.49)

which corresponds to the long-wavelength limit of the lattice vibrations. Substituting in
(1.48), we obtain

u0 =
Z⇤

E0

µ(!2

TO � !2)
(1.50)

The expression for the polarization is given in Eq. (1.39). Combining it with Eqs. (1.36)
and (1.41), we obtain

✏1↵�E↵ +
X

i↵

4⇡

⌦0

ui↵Z
⇤
i,↵� = ✏↵�E�, (1.51)

In the isotropic case we are considering here, together with Eq. (1.50), we get

✏(!) = ✏1 +
4⇡(Z⇤)2

⌦0µ(!2

TO � !2)
(1.52)

This can also be written as ✏(!) = ✏1 + (✏0 � ✏1)/(1 � (!/!TO)2), and the constants in
this equation can be directly measured. The infrared-red dispersion frequency !TO can be
measured as the absorption frequency of a thin film or crystal; the static or low-frequency
dielectric constant ✏0 is the dielectric constant measured in a static field, or with a frequency
very low compared to !TO; and the high-frequency dielectric constant ✏1 can be obtained
from the refraction of waves with frequency high compared to !TO.

In Ref. [41], the authors follow a more intuitive approach to derive Eq. (1.52), that
we reproduce here. First, they consider the harmonic oscillator produces a macroscopic
polarization

P̃ =
1

⌦0

Z⇤
u. (1.53)

Comparing with Eq. (1.39), this corresponds to taking a zero susceptibility � = ✏1 � 1.
Using E+ 4⇡P̃ = ✏E and Eq. (1.50), they obtain

✏ = 1 +
4⇡(Z⇤)2

⌦0µ(!2

TO � !2)
(1.54)
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In this equation, the contribution to the dielectric constant coming from the valence
electrons ✏e(!) is ignored. If the frequency ! of the radiation field E is much smaller than
the band gap, ! << Eg, then the radiation can be approximated as static for the electrons,
and ✏e(0) can be used instead of ✏e(!). On the other hand, if ! >> !TO, the atoms cannot
follow the electric field and do not contribute to the dielectric constant. When both of this
limits are satisfied, the dielectric function is ✏ ⇠ ✏e(0), which is usually designated as ✏1, the
high frequency dielectric constant. This corresponds to a frequency much higher than the
phonon frequencies, but much smaller than the electronic excitation energies. Including the
contribution from the electrons, Eq. (1.54) becomes Eq. (1.52).

In a crystal with no free charges, D satisfies Eq. (1.37), which is equivalent to

✏q.E0 = 0 (1.55)

There are two solutions to this equation: q.E0 = 0 and ✏ = 0.
If q.E0 = 0, which corresponds to a transverse field, there is no restriction on ! in

Eq. (1.52). So when the direction of propagation is perpendicular to the electric field,
Eq. (1.52) shows that !TO corresponds to a resonant frequency.

When the electric field has a longitudinal component (so that q.E0 6= 0), a second solution
is obtained with ✏ = 0, and Eq. (1.52) fixes the frequency at

!2

LO = !2

TO +
4⇡(Z⇤)2

⌦0µ✏1
(1.56)

Also, ✏ = 0 and Eq. (1.51) imply

ELO = � 4⇡

✏1⌦0

Z⇤
uLO. (1.57)

Consequently, the electric field, proportional to the displacement, can be non-zero even if
there are no external charges. This longitudinal electric field is produced by the polarization
resulting from the displacement of the charges. It has the opposite sign of the displacement,
so it gives an additional restoring force in Eq. (1.48). This explains why !LO is larger than
!TO.

Setting ! = 0 in Eq. (1.52), we have

✏0 = ✏1 +
4⇡(Z⇤)2

⌦0µ!2

TO

(1.58)

Using Eq. (1.56), we obtain

✏0
✏1

=
!2

LO

!2

TO

, (1.59)

the well known Lydanne-Sachs-Teller (LST) relation [42]. This assumes two atoms in the
unit cell, but the same result holds under much more general considerations (see for example
Ref. [39]). Although the derivation here implies an ordered crystal, the LO-TO splitting has
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been observed in first-principle calculations in water [43]. A detailed discussion can be found
in [44].

From Eq. (1.56) and the LST relation Eq. (1.59), the e↵ective charge can be written as

Z⇤ = !LO✏1

s✓
1

✏1
� 1

✏0

◆
⌦0µ

4⇡
(1.60)

Combining this with Eq. (1.57), we get

ELO = �!LO

s✓
1

✏1
� 1

✏0

◆
4⇡µ

⌦0

uLO, (1.61)

getting an expression ELO = �FuLO (see Ref. [41], Sec. 3.3.5). The longitudinal electric
field can be written as ELO = �r�LO, where

�LO =
F

iq
uLO (1.62)

and uLO = |uLO|. Thus, the gradient is proportional to q and ELO is longitudinal. Now we
need to quantize the displacement Eq. (1.49):

uLO =
1p

2µ!LO
ei(q.r�!LOt)(a†q + a�q) (1.63)

The term in the Hamiltonian is (explicitly including the elementary charge e for clarity),

HFr = �e�LO =
ieF

q
uLO. (1.64)

This finally gives us the electron-phonon matrix element written earlier in Eq. (1.46).
Born and Huang [40] (Sec. 7, p.82) consider the problem from a slightly di↵erent per-

spective, by solving the linear equations

@2u

@t2
= b11u+ b12E (1.65)

P = b21u+ b22E, (1.66)

where the coe�cients are scalars if isotropy is assumed. Equation (1.66) has two contribu-
tions to the polarization: one comes from the atomic displacements, and the one proportional
to E corresponds to the ions being polarizable. Otherwise, P would be fully determined by
the relative displacement of the ions.

The displacement u is separated into a solenoidal and irrotational part, which for plane
waves correspond to the transverse and longitudinal parts, and they obtain the same results.
That is, for the transverse wave, E vanishes and the vibration frequency is determined only
by the local restoring force. For the longitudinal waves, there is a macroscopic electric
field that contributes with an additional restoring force, and the ions oscillate with a higher
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frequency !LO. Since a general vibration can be expressed as a linear superposition of
planewaves, all the transverse waves vibrate with the infra-red dispersion frequency !TO,
and the longitudinal waves with !LO.

A more rigorous treatment would include retardation e↵ects, as opposed to the instanta-
neous interaction implicit in the previous approach, and the time derivative of the magnetic
field has to be included in the equations. However, the longitudinal vibrations are not
a↵ected ( [40], Sec. 8, p.89).

We are interested in several aspects of the Fröhlich model, related to the energy renormal-
ization of the electronic energies. As we will see In Chapters 2 and 3, a significant portion of
the total zero-point-renormalization (ZPR) is given by the Fröhlich polaron (acoustic modes
and transverse optical modes do not contribute as much, or partially cancel each other). It
also gives the satellites in Chapter 3.

1.4.2 Zero-point renormalization of the conduction band minimum

The energy renormalization is given by Eq. (1.25). Using Eq. (1.7) with k = k0 at T = 0
for an electron at the bottom of the conduction band, and evaluating at ! = "kn, we have
(denoting by M̃ the part of M in Eq. (1.46) that does not depend on q)

�✏kn =
X

q

|M̃ |2

q2
1

"kn � "k+qn � !LO

= |M̃ |2 ⌦0

(2⇡)3

Z qF

0

d✓cos✓d�q2dq
1

q2
1

�q2/2m⇤ � !LO

⇠ �|M̃ |2 ⌦0

(2⇡)3
4⇡

Z 1

0

dq2m⇤ 1

q2 + 2m⇤!LO

= �|M̃ |2 ⌦0

(2⇡)3
4⇡2m⇤ 1p

2m⇤!LO
arctan

✓
qp

2m⇤!LO

◆ ����
1

0

= �↵!LO

(1.67)

where

↵ =

✓
1

✏1
� 1

✏0

◆r
m⇤

2!LO
, (1.68)

and m⇤ is the e↵ective mass of the electron. In the second line, the limit of integration qF
would be that of a sphere whose volume is equal to the Brillouin zone volume, (2⇡)3/⌦0. It
is common practice to extend it to 1 as we do in line 3. Because the denominator becomes
smaller, this introduces typically an error of the order of 10%. Additional comments related
to the validity of the e↵ective mass approximation can be found in Sec. 2.3. Values of ↵
between 0 and 1 are referred to as weak coupling; between 1 and 6 as intermediate coupling,
and ↵ greater than 6 is considered strong coupling. Several techniques have been employed to
study the Fröhich polaron, like the all-coupling variational path-integral formalism developed
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by Feynman [45], or the Lang-Firsov canonical transformation [46]. Diagrammatic quantum
Monte Carlo is used in [47], obtaining in principle an exact ZPR.

The Fröhlich polaron is extended to degenerate and anisotropic bands using the k.p
method in [48]. This is useful to treat the valence bands of many polar semiconductors,
as we do later in Sec. 2.8.1.2 (spin-orbit coupling tends to lift degeneracies, as seen in the
calculations of [49], so it might need to be taken into account to obtain accurate results
in certain materials). To analyze GaN-zincblende in Chapter 2, these methods seemed
su�cient. However, more complex materials, with stronger anisotropy and additional modes,
in principle need a more general formulation like the Vogl model, which we describe in the
following section.

1.4.3 Generalization of the Fröhlich model

The work by Vogl [36] consists of a generalization of the Fröhlich model, by using a many-
body approach and considering analytical properties of the dielectric function [50]. The Vogl
model does not assume isotropy in the Born e↵ective charges nor in the dielectric constant,
as opposed to the Fröhlich polaron model. The electron-phonon matrix element, including
periodicity, is given by [13, 14]

gmns(k,q) = i
4⇡

⌦0

X

i,G 6=s

1p
2Mi!qs

(q+G).Z⇤
i .ei(qs)

(q+G).✏1.(q+G)
h k+qm|ei(q+G).r| kni (1.69)

A clear advantage of this formulation is that all modes are automatically incorporated;
it is not necessary to identify the divergent modes beforehand. In crystals with enough
symmetry like GaN-zincblende, the Born e↵ective charge matrix Z⇤

i is diagonal for each
atom i. That is, it can be treated like a scalar, and then the component of the eigenvector
that contributes is the one parallel to q. Thus, we can consider the eigenvector to be aligned
with q, as in Sec. 1.4.1. But in general, Z⇤

i is not diagonal, and q and the eigendisplacements
have di↵erent orientations.

We follow here the derivation of Eq. (1.69) in [14] and its Supplemental Material. In
electrostatics, E = �r�. Using Eq. (1.36) in its anisotropic version (where ✏ is a tensor)
and r.D = �⇢, it becomes r.✏.r� = �⇢. Considering a point charge Q at position d, and
a compensating background �Q/N⌦0, the Poisson equation is

r.✏.r�(r,d) = �
X

R

✓
Q�(r� d�R)� Q

N⌦0

◆
. (1.70)

where R are the lattice vectors. Since � is periodic, it can be written as

�(r,d) =
X

qG

ei(q+G).r�(q+G,d). (1.71)

Replacing this expansion in Eq. (1.70), and using the usual Fourier representation of the �
function, the result is
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�(r,d) =
4⇡

⌦0

Q

N

X

q,G 6=�q

ei(q+G).(r�d)

(q+G).✏.(q+G)
(1.72)

The electrostatic potential of a dipole p = Qd is given by �dip(r) = �(r,d) � �(r, 0) in
the limit where d! 0 and p is constant:

�dip = �i4⇡
⌦0

1

N

X

q,G 6=�q

p.
(q+G)ei(q+G).r

(q+G).✏.(q+G)
(1.73)

The corresponding Hamiltonian piece is V = �e�dip (just as Eq. (1.64)). Then, replacing
p with Z

⇤
i .uli(qs) (as in Eq. (1.27), without ⌦0), using

P
l e

i(q�q0
)Rl = N�qq0 and that

the matrix element gmns(k,q) is given by h k+qm|Vqs(r)| kni, Eq. (1.69) can be obtained.
See [14] for a more detailed discussion.

1.4.4 Interpolation scheme

The electron-phonon matrix elements can be separated into a long-range or non-analytic
part, and a short-range or analytic part, just as for the IFC in Sec. 1.3.1. The basic idea
is that the long-range part is subtracted from the electron-phonon matrix element, then the
standard Wannier interpolation can be used [51], and then the long-range part is added at
the end. We describe the interpolation procedure following [13].

The electron-phonon matrix element can be written

gmns(k,q) =
X

i

ei(qs)p
2Mi!qs

.dmni(k,q) (1.74)

where dmni(k,q) = hk+ qm|�VSCF/�ui(q)|kni (see Sec. 1.5 for the definition of VSCF). First,
a set of Wannier functions is defined by

|Rmi = 1p
Nk

X

kn

e�ik.RUnm(k)|kni, (1.75)

where Unm(k) is a unitary matrix determined by the Wannierization procedure [52], and Nk

is the number of points in the k-grid. Let

d̃m0n0i(k,q) = U⇤
mm0(q)dm0n0i(k,q)Un0n(k) (1.76)

Fourier transforming to direct space, we get

dmni(R,R0) =
1

Nk

X

k,q

X

m0n0

e�ik.R+iq.R0
d̃m0n0i(k,q) (1.77)

Then, one transforms back to momentum space by
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dmni(k,q) =
1

N2

k

X

RR0m0n0

eik.R+iq.R0
Um0m(k+ q)dm0n0i(R,R0)U⇤

nn0(k) (1.78)

and now k and q can take any values. In the case of polar materials, the authors of [13]
define the non-analytic deformation potential (compare with Eq. (1.69))

d
NA

i (q) = 4⇡ie
X

G

(q+G) · Z⇤
i

(q+G) · ✏1 · (q+G)
e�(q+G)

2/4� (1.79)

which corresponds to the long-range contribution (� is just a convergence parameter). Then
they subtract it from d̃m0n0i, giving the short-range contribution d

AN

m0n0i,

d
AN

m0n0i(k,q) = d̃m0n0i(k,q)� �m0n0d
NA

i (q), (1.80)

and AN stands for analytic. Then the transformation of Eq. (1.77) is applied to d
AN

m0n0i(k,q),
giving dAN

m0n0i(R,R0), to which one applies the transformation of Eq. (1.78), giving dAN

mni(k,q).
Finally, the long-range part can be added back,

dmni(k,q) = d
AN

mni(k,q) + d
NA

i (q)�mn (1.81)

obtaining the matrix element for any q, and thus of the electron-phonon matrix element
through Eq. (1.74). The deformation potential is defined as

Dnms(k,q) =

p
2⇢⌦0!qs

~ |gmns(k,q)|. (1.82)

In [13] the authors consider LO and TO modes for GaAs, a polar material, and compare
the deformation potential calculations resulting from their interpolation method with DFPT
results, obtaining an excellent agreement. The same type of interpolation is applied in [14],
and analogous results are obtained when comparing to DFPT calculations.

1.5 Density Functional Theory

For completeness, we include a brief discussion of Density Functional Theory (DFT). DFT is
a formalism to calculate properties of condensed matter systems that has found a widespread
use in the last decades. It is based on the work of Hohenberg and Kohn [53] and Kohn and
Sham [54]. Solving the Schrödinger equation for N particles in principle involves 3N degrees
of freedom. In DFT, this is reduced to the 3 degrees of freedom of the charge density n(r).

The first theorem states that di↵erent external potentials give rise to di↵erent ground-
state electronic-densities. So the ground-state density determines uniquely the external
potential. Thus the Hamiltonian is fully determined, and the many-body wavefunctions as
well. Therefore, all the ground-state properties of the system are determined by the ground-
state charge density [55]. The second theorem states that there is a universal functional of
the density, F [n], such that the functional
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E[n] = F [n] +

Z
n(r)V (r)dr (1.83)

is minimized by the ground-state density corresponding to the external potential V (r), with
a value equal to the ground-state energy. This provides the first fundamental result for DFT.
However, the form of the functional F [n] is not known. This was addressed by Kohn and
Sham [54].

In this work, the original many-body problem of interacting electrons is mapped into an
equivalent non-interacting problem with an e↵ective potential VSCF . That is, one has to
solve the one-electron Schrödinger equation

✓
�1

2

@2

@r2
+ VSCF(r)

◆
 n(r) = "n n(r) (1.84)

where

VSCF (r) = V (r) +

Z
n(r0)

|r� r0|dr
0 + vxc(r), vxc(r) =

�Exc

�n(r)
. (1.85)

We can write

n(r) = 2
Ne/2X

n=1

| n(r)|2 (1.86)

T0[n] = �2
1

2

Ne/2X

n=1

Z
 ⇤
n(r)

@2 n(r)

@r2
dr, (1.87)

where Ne is the total number of electrons, and the exchange correlation energy is defined by

F [n] = T0[n] +
1

2

Z
n(r)n(r0)

|r� r0| drdr0 + Exc[n]. (1.88)

The di�culty of DFT is to find good approximations to Exc. In the Local Density Approxi-
mation (LDA), the exchange correlation energy depends only on the charge density evaluated
at each point in space (and not, for example, on derivatives of the charge density), and it is
written as

Exc[n] =

Z
✏xc(n)|n=n(r)n(r)dr. (1.89)

It is a reasonable approximation, since the long-range Hartree e↵ects are contained in the
Hartree term [55]. This approach has been more successful than originally anticipated, and
it acccurately describes properties of weakly correlated materials, such as semiconductors
and simple metals.
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1.5.1 Density functional perturbation theory

The most direct or intuitive approach to calculate the variations appearing in Eq. (1.7) is by
displacing the ions a small and finite amount in a supercell. However, it is well-known that
the supercell method is very time-consuming and only wave vectors that are commensurate
with the supercell can be calculated. In particular, it is inconvenient for q ! 0, which is
necessary when calculating long-range properties of polar semiconductors, like the electron-
phonon matrix element of LO modes. Here we follow [56].

The Hellman-Feynman theorem states (see for example the derivation in [55])

@E

@�i
=

Z
@V�(r)

@�
n�(r)dr, (1.90)

which results from the wavefunction being stationary in the equilibrium position. Then the
second derivative (which is useful to determine for example the IFC when � = uli↵) is

@2E

@�i�j
=

Z
@2V�(r)

@�i�j
n�(r)dr+

Z
@n�(r)

@�i

@V�(r)

@�j
dr (1.91)

The derivative @n�(r)/@�i needs to be determined. From Eq. (1.86) one has

�n(r) = 4<e
Ne/2X

n=1

 ⇤
n(r)� n(r) (1.92)

and in the following calculations, �· =
P

i @ · /@�i��i. From standard perturbation theory
[57], the change � n of the Kohn-Sham orbitals to first-order is

(HSCF � "n)|� ni = �(�VSCF ��"n)| ni (1.93)

where

HSCF = �1

2

@2

@r2
+ VSCF (r) (1.94)

is the unperturbed Kohn-Sham Hamiltonian

�VSCF (r) = �V (r) +

Z
�n(r0)

|r� r0|dr
0 +

dvxc(n)

dn

����
n=n(r)

�n(r) (1.95)

and �"n = h n|�VSCF | ni. The equations can be solved self-consistently: �VSCF (r) is a
linear functional of �n(r), which depends linearly on the � n, which in turns depends on
�VSCF (r) through Eq. (1.93). In this way, quantities like @VSCF/@uli↵ , which enters into
the electron-phonon matrix elements of Eq. (1.7), and the IFC matrix ( [56], p. 526), can
be determined. To see how di↵erent wavevectors q decouple and that they can be arbitrary
(as opposed to the case of supercells), see the discussion on Monochromatic Perturbations
on p.520 of [56].

21



An equation analogous to (1.93) is known as the Sternheimer equation. In the context of
the renormalization of electronic energies, it is more e�cient to solve this equation iteratively
[58], than to invert the operator on the left and write a sum over states as in Eq. (1.96). A
few more comments are included in Sec. 3.10.

1.5.2 Homogeneous electric field

In Sec. 1.4, we saw how the Fröhlich polaron is associated with a macroscopic electric field.
The corresponding electrostatic potential is VE(r) = eE.r, but this it not well defined because
it is not bounded from below in an infinite crystal, and it is incompatible with periodic
boundary conditions. We will now see how it can be properly defined [56].

The change in the charge density Eq. (1.92) depends on � n(r), given by

� n(r) =
X

m 6=n

 m(r)
h m|�VSCF | ni

"n � "m
, (1.96)

and the matrix element for r, entering in VE(r), can be written as

h m|r| mi =
h m|[HSCF , r]| ni

"m � "n
(1.97)

for all m 6= n. If the self-consistent potential is local,

[HSCF , r] = �
@

@r
(1.98)

which is well defined. In this way, DFPT can handle macroscopic electric fields, and thus
include the long-range Fröhlich type interaction. Similarly, the integral for the polarization
operator in all space involves r, which is written as a wave vector derivative i@/@k [35, 59],
which is well defined in a unit cell.
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Chapter 2

Influence of Fröhlich polaron coupling on re-

normalized electron bands in polar semicon-

ductors. Results for zincblende GaN.

We develop4 a simple method to study the zero-point and thermally renormalized electron
energy "kn(T ) for kn the conduction band minimum or valence maximum in polar semicon-
ductors. We use the adiabatic approximation, including an imaginary broadening parameter
i� to suppress noise in the density-functional integrations. The finite � also eliminates the
polar divergence which is an artifact of the adiabatic approximation. Non-adiabatic Fröhlich
polaron methods then provide analytic expressions for the missing part of the contribution of
the problematic optical phonon mode. We use this to correct the renormalization obtained
from the adiabatic approximation. Test calculations are done for zincblende GaN for an
18⇥18⇥18 integration grid. The Fröhlich correction is of order -0.02 eV for the zero-point
energy shift of the conduction band minimum, and +0.03 eV for the valence band maximum;
the correction to renormalization of the 3.28 eV gap is -0.05 eV, a significant fraction of the
total zero point renormalization of -0.15 eV.

2.1 Introduction

Electron quasiparticles in crystals form energy bands "kn. Computations normally use the
Born-Oppenheimer approximation, that atoms are fixed rigidly at crystalline coordinates.
Vibrations around these fixed coordinates (phonon quasiparticles) are the main cause of
temperature-dependent shifts of the electron bands. At temperature T the shift is typically
2� 4kBT , which can have noticeable e↵ects on electron behavior in semiconductors. There
is also a zero-point shift, caused by phonon zero-point fluctuations, which is comparable
in size to the thermal shift at room temperature. Cardona and collaborators [60, 61] have
given brief reviews of the vibrational renormalization of semiconductor bands. Since energy
band calculations omit these e↵ects, a correction should be made when comparing with
experiment.

4This work was done in collaboration with P. B. Allen. Only minor modifications were introduced to
Ref. [15].
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These e↵ects have an analog in electronic energy levels in molecules. When an electron is
excited, interatomic separations and vibrational spectra are altered compared to the ground
state. To compute the correct electron excitation energy, Born-Oppenheimer energies are
not enough. This topic is usually described as “Franck-Condon e↵ects” [62–65]. Zero-point
vibrational contributions to a molecular excited state energy are di↵erent from the zero-point
vibrational contributions to the ground state energy. In the molecule, one generally thinks
of the change in vibrational energies caused by electronic excitation, whereas in the crystal
one generally thinks of the change in electronic energies caused by vibrational excitation.
These two points of view are united by what is known [66] as “Brooks’ Theorem” [67]: the
shift in an electron energy "kn caused by a unit increase in phonon occupancy of mode !qs

equals the shift of the phonon energy ~!qs caused by a unit increase in electron occupancy
"kn.

Computation by density functional theory (DFT) of the temperature dependence of elec-
tronic properties of semiconductors and insulators, and also metals, has grown recently
[20,68–74]. Fits to experimental data with di↵erent models have also been done [75–77]. For
arbitrary bands, the electron-phonon contribution to the renormalization (Ekn� "kn) of the
electronic bands, to second order in the ion’s displacement, is

Ekn � "kn =
1

N

BZX

qsn0

|hkn|H(1)

s |k+ qn0i|2


nqs + 1� fk+qn0

"kn � "k+qn0 � ~!qs + i⌘
+

nqs + fk+qn0

"kn � "k+qn0 + ~!qs + i⌘

#

+
1

N

BZX

qs

hkn|H(2)

ss |kni[2nqs + 1]

(2.1)

Here, hkn|H(1)

s |k+ qn0i is the matrix element for scattering an electron k by a phonon q; it
has units of energy and a typical size of roughly the geometric mean of electron and phonon
energies (the notation for the electron-phonon matrix element varies slighlty with respect

to the one in the Introduction). The Debye-Waller term hkn|H(2)

ss |kni is the second order
interaction energy involving two phonons qs and q

0s0, but only qs = �q0s0 enters in lowest
order. The Fermi-Dirac and Bose-Einstein equilibrium occupation factors are denoted f and
n. The infinitesimal parameter i⌘ ensures the real and imaginary parts are well defined.
Only the real part is discussed here. We omit the smaller thermal expansion contribution in
this work.

The formulas used by Allen, Heine and Cardona [3, 4] intentionally drop the phonon
energy ±~!qs from the denominators in comparison with the electron energy di↵erence
"kn�"k+qn0 . This is an adiabatic approximation. The justification is that, in semiconductors,
typical energy denominators are much larger than ~!qs. However, it was pointed out by
Poncé et al. [20] that for polar materials, it is necessary to keep the ±~!LO for longitudinal
optic (LO) modes to avoid an unphysical divergence in the intraband (n0 = n) term at band
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extrema, caused by the adiabatic treatment of the long-range Fröhlich-type electron-phonon
interaction.

A converged non-adiabatic evaluation of Eq. (2.1), summed on a fine enough mesh to ac-
curately get the Fröhlich part of the renormalization, requires a very fine and very expensive
mesh. Our aim in this Chapter is to explore a simplified method that works adequately on a
coarser mesh. We test our method by computations for zincblende (cubic) GaN, abbreviated
c-GaN. Our corrections use the e↵ective mass approximation ("k = ~2k2/2m⇤ for band edges
near k = 0. This works well for the conduction band where m⇤ is small, ⇡ 0.16me. The top
of the valence band is triply-degenerate (because we ignore the spin-orbit interaction) and
involves higher e↵ective masses, which work a bit less well.

One reason for choosing Gallium nitride is its useful properties, including a high thermal
conductivity [78], and a high melting point that allows it to operate at high temperatures.
Its wide and direct band gap make it e�cient for lasers [79], and for high-power and high-
frequency electronic devices [80–82]. It is used in white LED’s. Alloying with InN and AlN
allows engineering of optical and electrical properties [83]. For simplicity we study c-GaN
rather than the more stable wurtzite (hexagonal) GaN, or h-GaN. Although h-GaN has
been more thoroughly studied, c-GaN has several advantages: it has better n and p doping
properties [84, 85], higher saturated electron drift mobilities [83, 86], and it is convenient to
work in the 510 nm region.

2.2 “Adiabatic plus i�” approximation corrected using e↵ective-

mass theory

For convenience, we assume (correctly for c-GaN) that band extrema are at k = 0. The
Fröhlich part of the integral in Eq. (2.1) involves

R
d3q and a factor 1/q2 from the long-range

polar electron-phonon matrix element. If the ±~!LO is omitted, then in the small-q Fröhlich
region, denominators in Eq. (2.1) behave as q2. The integral then involves

R
dq/q2 which

diverges at q = 0. When ±~!LO is kept, the divergence is removed from the first denominator
in Eq. (2.1), and the singularity in the second denominator is integrable. When k is not
chosen to be 0, there are (integrable) singular denominators "kn � "k+qn0 ± ~!qs ! 0 on
extended surfaces in q-space. All these cases create problems if integrated numerically by
summing points on a simple mesh. Regardless of how dense the q-mesh is, singular integrals
of this type do not converge (as already noted in [4]) except with a carefully tempered
mesh, designed to give the correct principal-value treatment in three dimensions. A useful
procedure is to change the i⌘ in the denominator to a finite imaginary energy i�. Convergence
in this parameter was studied by Poncé et al. [20]. Since the true result around this type
of singularity integrates to a small contribution when done correctly, it is safe to add a
finite imaginary energy consistent with the mesh size. Unlike Poncé et al., we do not need
� to be particularly small or less than ~!LO. Specifically, � should not be smaller than the
typical energy jump �s" = "k+q+�q � "k+q associated with the mesh size �q when "k+q

lies near the singularity surface. The singular part of the integrand 1/�s" is then replaced
by �s"/(�s"2 + �2). The subscript “s” indicates “singularity.” Errors associated with the
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random location of mesh points relative to the singularity surface are then reduced from
N1/2

s /�s" to N1/2
s �s"/�2, where Ns is the number of mesh points neighboring the singularity

surface. When the singularity is at k = 0, Ns ⇡ 1, but for an extended singularity, the value
of Ns is likely to be of order N2/3

mesh
. Therefore the value of � should be greater than �s✏

or N1/6
mesh

�s✏, depending on whether the singularity is at a point or on an extended area in
k-space. At a minimum or maximum (local or absolute) of "kn, there is a singular point
which requires a non-adiabatic treatment in polar materials. When "kn is not at an absolute
band maximum or minimum, the extended singularity surface can be safely approximated
by replacing ±!qs by i�. The reason is, if the surface is redefined by �" = 0 instead of
�" ± !qs = 0, it causes only a small shift of the surface in k-space. This should do little
to change the small remainder after principal-parts cancellation of the singularity. The
replacement of ±!qs by i� is what we call the “adiabatic + i�” method.

When the state of interest kn is a (local or absolute) band extremum (taken here to be
k = 0), replacement of ±~!LO by a finite i� does not correctly treat the Fröhlich intraband
renormalization e↵ect. This is especially true in the first denominator of Eq. (2.1). This
“emission term” with nqs+1 in the numerator, integrates only over one side of the singularity,
and thus has no principal-parts cancellation. The long-range polar interaction, when treated
correctly (non-adiabatically), makes an additional renormalization. Our aim is to use a
mesh fine enough to capture all the less singular contributions, but coarse enough for rapid
computation (for example 20⇥20⇥20). Then to include the Fröhlich e↵ect, we want to focus
on a small q “central region” and treat it by an analytic integration using e↵ective mass
theory. For this purpose we need a central region large enough that outside it, ±~!LO can
be safely replaced by i�, but small enough that inside, the energy "k,n can be replaced by
"0n+~2k2/2m⇤. The mesh should be fine enough that the “adiabatic plus i�” calculation (by
mesh summation) is reasonably converged in the central region, and therefore adequately
approximated by an analytic e↵ective-mass integration of the “adiabatic plus i�” intraband
central region sum. If these conditions can be satisfied, then we can subtract the analytic
e↵ective-mass version of the “adiabatic plus i�” and add the analytic e↵ective-mass version
of the Fröhlich renormalization to get a good computation of the full non-adiabatic theory.

For the direct k = 0 gaps of c-GaN (the case we study in detail), the relevant energy
jump is �s" = (~2/2m⇤)(�q)2, where �q is the size of the q-grid. The value of m⇤ for the
conduction band is 0.16me, and ~!LO is 0.089 eV. A desirable value of � is 0.1eV, which
requires �q = 0.065Å to make �s" < �. However, we find that an 18⇥18⇥18 mesh is
su�cient. This corresponds to �q = 0.155Å. The reason why this works is because the
grid and the singular point are both centered at k = 0. The integrand is then sampled
at symmetric points, an appropriate “tempered mesh” that converges with far less noise to
the correct principal value integral. A confirmation that this works comes from the plots
of Poncé et al. [20]. See for example the middle graph of Fig.6(a), which shows very good
convergence for a 20⇥20⇥20 grid.
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2.3 Correction formulas

The full theory is contained in the perturbative expressions worked out by Vogl [36]. The
singular part corresponds to the Fröhlich polaron [2]. In [13,14] a Vogl expression is studied
from an ab-initio perspective, and is shown to coincide for small q with DFPT calculations.
All agree that the polaron is the dominant contribution in the small q region, and needs to
be treated carefully.

A polaron describes the coupled system of an electron and phonons. Most often, only
zero temperature is considered, but the concept works also at T > 0. The most famous case
is the Fröhlich, or “large” polaron, present in ionic crystals and polar semiconductors [2].
Fröhlich theory is designed for the bottom of the conduction band where an e↵ective mass
approximation "k = ~2k2/2m⇤ is accurate, and for intraband (n = n0) coupling only to the
polar LO mode, where !LO has negligible q-dependence. It can also be used for the valence
band, which will be discussed later. In the conduction band case, the matrix element |M |2 is
4⇡↵(~!LO)2(aLO/⌦0q2). It is the factor q�2 which comes from long range polarization. The
distance aLO =

p
~/2m⇤!LO is of order 10Å, larger than the zero-point root mean square

vibrational displacement uLO =
p

~/2Mred!LO by the large factor
p

Mred/m⇤, where Mred is
the appropriate ionic reduced mass. The Fröhlich coupling constant is ↵ = Vc/~!LO, where
Vc is a Coulomb interaction strength Vc = e2/(8⇡✏̃0✏⇤aLO). The ✏̃0 is the permittivity of free
space, and the ✏⇤ is defined in terms of the low and high frequency dielectric constants as
1/✏⇤ = 1/✏1 � 1/✏0. Since we are interested in the renormalization of the band gap, we
focus on the band extrema at k = 0. For a non-degenerate band (e.g. the conduction band),
the Fröhlich contribution to the renormalization at temperature T is (see [87] for the T = 0
result)

[Ekc � "kc]Fr,k=0 =�
↵~!LO

2⇡2aLO

Z qF

0

4⇡q2dq

q2


nB(T ) + 1

q2 + a�2

LO

+
nB(T )

q2 � a�2

LO

�

=� ↵~!LO

⇢
tan�1(qFaLO)

⇡/2
[nB(T ) + 1] +

1

⇡
ln

����
qF � a�1

LO

qF + a�1

LO

���� [nB(T )]

� (2.2)

where !LO is the longitudinal optical frequency, and nB(T ) = 1/[exp(~!LO/kT ) � 1] is the
Bose- Einstein distribution. The radius of integration is qF . This and other radii in reciprocal
space used in this work, together with their approximate values, are included in Table 1.
In most polaron studies, the approximation qF ! 1 is used. One might instead use the
radius qD of the Debye sphere whose volume is the BZ volume. However, the integrand
becomes inaccurate if qF is larger than the radius qm where the e↵ective mass treatment
works well. The first term of Eq.(2.2) corresponds to phonon emission. It is included in
Fröhlich’s treatment at T = 0. The second term is only present at non-zero temperature
and it corresponds to phonon absorption. At T = 0, extending the sum over the Brillouin
Zone to infinity, the famous result [87] is Ek=0,c � "k=0,c = �↵~!LO.

In the adiabatic approximation, the term in brackets [ ] in Eq. (2.2) is replaced by
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(2nB + 1)/(q2 � i2m⇤�/~2), and then the real part is taken:

[Ekc � "kc]Ad,k=0 =�
↵~!LO

2⇡2aLO
<
Z qF

0

4⇡q2dq

q2


2nB(T ) + 1

q2 � i2m⇤�/~2

�

=� ↵~!LO

aLO
< 1

⇡z
ln

✓
�qF � z

qF + z

◆
[2nB(T ) + 1]

(2.3)

where z =
p

2m⇤�/~2exp(i⇡/4). Subtracting this term from the ab-initio calculation and
adding the correct Fröhlich contribution (2.2), with an appropriate radius of integration qc,
we obtain in principle our desired correction.

In the adiabatic approximation, the denominator (for k = 0 and q ! 0) is i�, i.e., pure
imaginary. Because the energy renormalization is given by the real part, the central mesh-cell
contribution is 0 in the adiabatic approximation. This mis-represents a converged adiabatic
calculation (like Eq.(2.3)). We should not subtract the part of Eq.(2.3) that represents the
missing contribution from the central grid cell.

To determine the optimal integation radius qc to use for the correction, we calculate the
di↵erence between the Fröhlich-polaron contribution Eq. (2.2) and the adiabatic approxima-
tion Eq. (2.3) (replacing !LO with i0.1 eV) for di↵erent radii qF of integration. We denote
qc the radius for which the curves di↵er by less than 1 meV for all temperatures, and we
refer to it as the convergence radius. The adiabatic expression is a good approximation to
the Fröhlich polaron for radii greater than qc. The analysis can be separated in two cases:

(i) qmesh < qc. This is the case in our calculation, for both the conduction and valence
band. It is discussed in the Appendix.

(ii) qmesh > qc. We will illustrate this case with our c-GaN calculation, although the
expression in the Appendix is required for a more precise result. Since the adiabatic DFT
calculation has no contribution from the central cell, it does not have to be subtracted.
Therefore, the correction is just given by (2.2) with qF = qmesh, which is a good enough
radius of integration since qmesh > qc. Case (i) is similarly simple, but the correction involves
an extra term.

As long as the e↵ective mass approximation is accurate, both Eq.(2.2) and Eq.(2.3), and
thus qc, will be accurate. If there are worries about the applicability of the e↵ective mass
approximation, then one coud use the small q, intraband, LO phonon part of Eq. (2.1)
with !LO ! i� to subtract the adiabatic contribution, without using the e↵ective mass
approximation. However, this is not necessary for the accuracy of a few meV we are interested
in.

We first study how the correction changes with the integration radius. Then we calculate
the temperature dependence of the minimum of the conduction band, including the polaron
correction. Finally, we study the valence band. We use ABINIT [88, 89] to carry out the
ab-initio calculations.
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Symbol Definition Approximate choices
qF Upper limit of Fröhlich integral Eq. (2.2) 4⇡

3
q3F = ⌦BZ

qc
Convergence radius beyond

which �"Fr ⇡ �"Ad

Conduction 1.2qmesh

Valence 2.5qmesh(T = 0)

qm
Wavevector limit for e↵ective

mass approximation
Conduction 1.2qmesh

Valence 2.5qmesh

qmesh
4⇡
3
q3
mesh

= ⌦BZ

N N = 18⇥ 18⇥ 18

Table 1: Definitions and approximate values of the di↵erent radii in momentum space used
in this work. The convergence radius qc determines the region in which the correction has
to be applied. Note the similarity between qc and q⇤m both for the valence and conduction
bands. However, qc = 6.3qmesh at T = 1000K because of the absorption term in the valence
band. See the discussion in the Appendix.

2.4 Results and Discussion

We use Troullier-Martins pseudopotentials for both Gallium and Nitrogen, in the Perdew-
Wang [90] parameterization of local density approximation (LDA), generated using the
fhi98PP code [91]. The Ga-3d electrons are included as valence electrons. We use a 6⇥6⇥6
Monkhorst-Pack (MP) [92] centered k-point grid in our calculations, and a high energy cuto↵
of 1700 eV in order to converge the total energy to less than 0.018 meV per atom (h-GaN
converges well with 1400 eV). The resulting lattice constant is a = 4.499Å. Experimental
values are 4.507 Å [93] and 4.52 Å [94]. The phonons and electron-phonon interaction ma-
trix elements use DFPT in the rigid-ion approximation, as specified by ABINIT, to speed
up calculations. It has been shown reliable for simple crystals [71]. We use an 18⇥18⇥18
MP q-point grid, and the adiabatic + i� approximation, with � = 0.1 eV.

2.5 Conduction band

The conduction band is very isotropic, with an e↵ective mass m⇤ = 0.16me. The di↵erences
between the Fröhlich contribution and the adiabatic approximation are shown in Fig. 1.
Going beyond a radius of integration of qF = 0.068 2⇡/a, the curves di↵er by less than 1
meV for all temperatures. Therefore, qc = 0.068 2⇡/a. To obtain an accurate result, the
analytic integration in (2.2) should be restricted to a small radius qc close to q = 0, because
the e↵ective mass approximation is only valid close to q = 0. From Table 1, we see that for
the conduction band qm = qc, so the method is indeed accurate.

Using the method of case (ii), the corrections at T = 0 K and T = 1000 K are �19 meV
and �22 meV, respectively. For the more precise method (i) described in the Appendix,
since actually qmesh < qc, the corrections are -17 meV at T = 0 K and -17 meV at T = 1000
K. Fig. 2 shows the adiabatic calculation of E�c � "�c done with ABINIT, the corrected
result, and the total Fröhlich contribution at finite temperature (taking as qF the radius of
the BZ).
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Figure 1: Di↵erence between the Fröhlich contribution and the corresponding adiabatic
approximation with i� = i0.1eV for the conduction band, for di↵erent radii qF of integration.

Fröhlich

Adiabatic

Corrected

0 200 400 600 800 1000

!0.16

!0.12

!0.08

!0.04

0.00

Temperature !K"

E
n
er
g
y
!e
V
"

Figure 2: Temperature dependence of the conduction band: direct adiabatic calculation
(including interband parts in Eq. (2.1) in a 18⇥18⇥18 MP grid with � = 0.1eV (dotted),
corrected calculation (full), and the pure Fröhlich term at finite temperature (dashed).
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2.6 Valence band

For the valence band, the correction is more complicated because of two factors: bands are
degenerate and they are not isotropic. Since we are not considering spin-orbit coupling, the
top of the valence band is triply degenerate. The k ·p method fixes the valence band energy
dispersion to be the eigenvalues of [95]

D =

2

4
Ak2

z +B(k2

y + k2

z) Ckxky Ckxkz
Ckxky Ak2

y +B(k2

x + k2

z) Ckykz
Ckxkz Ckykz Ak2

z +B(k2

x + k2

y)

3

5 (2.4)

Comparing with the ab-initio calculation, we obtain A = �3.14~2/me, B = �0.61~2/me

and C = �3.49~2/me. These correspond, for example, to e↵ective masses m⇤ = 0.16me and
0.82me in the (100) direction.

Renormalization does not lift the triple degeneracy of the top of the valence band. For
degenerate and isotropic bands, Trebin and Rössler [48] use the k · p method to generalize
Fröhlich’s result (giving analytic expressions). Following their procedure, we write the band
renormalization in the case, without requiring band isotropy:

[Ekv � "kv]Fr,k=0 =
e2

4⇡✏̃0N⌦0

2⇡~!LO

✏⇤

q<qFX

q

3X

s=1

1

q2
|hns(q)|ni|2⇥

⇥<


nB(T ) + 1

"�v � "qns
+ ~!LO

+
nB(T )

"�v � "qns
� ~!LO + i�

� (2.5)

where ns indicates the degenerate bands and |ns(q)i are the eigenstates of Eq.((2.4)) at q.
The initial state |ni can be any of the k = 0 degenerate eigenstates; all give the same answer.
We include a small i� = i0.001eV only in the second denominator to allow a good numerical
evaluation of the principal part. Now, "��"q > 0 and the factors nB+1�f and nB+f have
become nB and nB +1 instead of nB +1 and nB, respectively (because fv = 1). As a result,
we get an extra minus sign with respect to the conduction band; the band renormalization
is now positive.

The adiabatic ab-initio calculation gives a band renormalization of 62 meV at T=0 K
and 185 meV at T=1000 K. The valence band has in case (i) (qmesh < qc) and the method is
described in the Appendix. The correction is 28 meV and 11 meV at T = 0 K and T = 1000
K, respectively. Fig. 3 shows the results for the valence band analogous to Fig. 2.

Therefore, we see that the Fröhlich correction provides approximately a constant shift of
the renormalization by -20 meV for all temperatures in the conduction band. For the valence
band, it is +28 meV at T = 0 and it decreases to 11 meV at T = 1000 K. The Fröhlich
correction is about 30% of the total ZPR of both the conduction and valence band. At 1000
K, the corrections are between 6-9% of the total renormalization.

2.7 Conclusions

Our procedure allows a calculation of the whole electronic renormalization of a polar ma-
terial, using the adiabatic approximation with an i�, and an a↵ordable mesh. The i� cures
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Figure 3: Temperature dependence of the valence band: direct adiabatic calculation with an
18⇥18⇥18 MP grid with � = 0.1eV (dotted) and the corrected calculation (full).

the divergence of the adiabatic approximation at the extrema of polar materials, but does
not correctly include Fröhlich polaron corrections. Then we add the Fröhlich polaron con-
tribution in the central mesh-cell, omitted in the DFT adiabatic calculation due to the pure
imaginary denominator i�. Finally, we add the di↵erence between the Fröhlich and adia-
batic expressions if qc > qmesh. This method is then a combination of the adiabatic and
non-adiabatic approximations. We avoid using a very dense q-grid by treating the Fröhlich
polaron analytically. By this method, we calculated for c-GaN the electron-phonon temper-
ature dependence of the minimum of the conduction band and the maximum of the valence
mand. At high temperatures, the method is approximate for the valence band. The cor-
rection is a significant fraction of the total electron-phonon renormalization, although it
decreases as the temperature increases.

2.8 Appendix

2.8.1 Method, case (i)

Here we describe the method for case (i), where qmesh < qc. The di↵erence between the
Fröhlich contribution and the adiabatic expression is small beyond a radius qc. Because
of the i� there is no adiabatic contribution from the central cell (in c-GaN, a truncated
octahedron), which can be approximated by a sphere of radius qmesh. Instead of subtracting
the adiabatic contribution from 0 to qc, we have to subtract it from qmesh to qc. Therefore
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we need to determine what is the adiabatic contribution in this region.

2.8.1.1 Conduction band

The correction is given by

�(Ekc � "kvc)k=0 =� ↵~!LO

⇢
tan�1(qcaLO)

⇡/2
[nB(T ) + 1] +

1

⇡
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aLO
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⇡z
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✓
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qc + z

qmesh + z

qmesh � z

◆
[2nB(T ) + 1]

(2.6)

Note that this is just the di↵erence between equations (2.2), evaluated between 0 and qc, and
(2.3), evaluated between qmesh and qc. The plot of the adiabatic calculation with � = 0.1eV
and the correction is included in Fig. 2 in the main text.

The e↵ective mass varies between 0.157me and 0.175me when taking di↵erent radii up to
0.067 2⇡/a. The di↵erence of the Fröhlich contribution for these two e↵ective masses in the
correction is only 0.6 meV or less for all temperatures. So the change of the e↵ective mass
with k causes negligible errors in our method.

2.8.1.2 Valence band

The expression we use for the correction is

�(Ekv � "kv)k=0 = +
e2

4⇡✏̃0⌦0

2⇡~!LO

✏⇤
(IFr � IAd),where

IFr =
⌦0

(2⇡)3

3X

s=1

Z qc

0

d3q

q2
|hns(q)|ni|2<


nB(T ) + 1

"�v � "qns
+ ~!LO

+
nB(T )

"�v � "qns
� ~!LO + i�

�

IAd =
⌦0

(2⇡)3

3X

s=1

Z qc

qmesh

d3q

q2
|hns(q)|ni|2<


2nB(T ) + 1

"�v � "qns
+ i�

�

(2.7)

Here, IFr corresponds to Eq. (2.5) and IAd is the corresponding adiabatic equation (these
expressions are analogous to Eq. (2.2) and (2.3) for the conduction band). As a reminder, we
use � = 0.1 eV, the value that was used in the DFT calculation, and� = 0.001 eV to calculate
the principal value adequately. The values of "qns

and ns(q) come from diagonalizing the
matrix in Eq. (2.4), so Eq. (2.5) can be readily calculated, albeit not having an analytic
expression as for the conduction band.

We study the convergence radius qc in the same way as we did for the conduction band.
At T = 0, we obtain qc = 2.5qmesh (for larger radii, the correction changes by less than 1
meV). At T = 1000K, however, we observe a di↵erence of 6 meV between the correction at
q = 2.5qmesh and the convergence radius qc = 6.3qmesh. What occurs is that the absorption
term in the Fröhlich integral changes more with the radius of integration than the emission
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Figure 4: Plot of the heavy and light holes in the (100) direction (full lines) with their
corresponding e↵ective mass fit (dashed lines). The dots indicate the sampling points in the
ab-initio calculation.

term in IFr, and IAd. While the absorption term does not contribute at T = 0 because it is
suppressed by nB(T ), it does at higher temperatures.

From Fig. 4 we see that the e↵ective mass approximation is accurate up to around
qm⇤ = 2.5qmesh = 0.13 2⇡/a for the heavier masses, the same value we found for qc. For
the lighter mass, the e↵ective mass approximation breaks down for a smaller q, but the
convergence radius is much smaller (as for the conduction band). Varying the e↵ective
mass of the light hole, we can see that the error introduced is less than 1 meV (assuming a
contribution of one third for each band; see the following paragraph). Therefore, our method
is accurate for the valence band for temperatures below 500K, and less accurate for higher
temperatures.

In the isotropic case, it is shown in [48] how the renormalization is an average of the light
and heavy holes at k=0. We can average the e↵ective mass of each band over a sphere using
Eq. (2.4). We obtain m⇤

1,av = 0.14me, m⇤
2,av = 0.94me and m⇤

3,av = 1.72me. Assuming each
band is isotropic, we can calculate the renormalization by using the standard Fröhlich result
Eq. (2.2) for each band and then averaging over the bands. Integrating from 0 to qF , with
0 < qF < 6.3qmesh, the renormalization di↵ers from Eq. (2.5) by less than 1 meV at T = 0.
At T = 1000 K, they di↵er by 5 meV or less, depending on the value of qF . Therefore, at
T = 0 the renormalization can be just calculated by averaging over the Fröhlich contribution
of the average e↵ective masses. At higher temperatures, using averaged isotropic masses is
less accurate.
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2.8.2 Piezopolaron

In a piezoelectric material, a strain induces a macroscopic electric field. If the strain is
produced by a long-wavelength acoustic phonon, the coupled system of an electron and the
acoustic phonon is known as the piezopolaron [96]. It turns out that, like the Fröhlich
polaron e↵ect, the piezopolaron also causes a divergent intraband term at band extrema in
the adiabatic approximation. Adding an artificial i� removes the divergence, but does not
correctly include the true non-adiabatic behavior, namely, part of the acoustic contribution
to zero-point renormalization, and a new low T contribution scaling as T 2 with a positive
coe�cient (increasing the gap at low T ). This topic is covered in [38]. There we show
that both the zero point contribution and the high T contribution are quite small, and the
T 2 term only plays a dominant role at very low T . Therefore there is no need to add an
analytic correction for piezo-e↵ects to the result obtained from adiabatic + i� approximation.
To clarify a little, the formula for band renormalization from intraband acoustic phonon
processes, at a band extremum, is

[Ekv � "kv]acoustic,k=0 =
1

N

X

qs

|hq|V1(qs)|0i|2


1 + nqs

�~2q2/2m⇤ � ~vsq
+

nqs

�~2q2/2m⇤ + ~vsq

�
,

(2.8)
where vj is the velocity of sound. This keeps the small q part of the theory only. The
piezoelectric matrix element is

hq|V1(qs)|0i = �
e

4⇡"̃0

q.em.(q�R)

q2✏1
(2.9)

where �R is the acoustic vibration or acoustic phonon amplitude and em is the electrome-
chanical or piezoelectric tensor (see [41] for a derivation). The acoustic phonon displace-
ment factor �R is

p
~/Mtotvsq. Therefore the squared matrix element |hq|V1(qs)|0i|2 be-

haves as 1/q. The adiabatic approximation replaces the factor [ ] by the approximation
�[(1 + 2nqs)/(~2q2/2m⇤)]. Therefore, at low T , the sum over q becomes, at small q,
�
R
dqq2(1/q)[(1 + 2kBT/~vsq)/(~2q2/2m⇤)]. This is valid for when the acoustic phonon

energy ~vsq is smaller than kBT . The zero-point part diverges logarithmically, and the
thermal part as 1/q. The correct non-adiabatic version of this is

R
dqq2(1/q)[�1/~vsq +

(2kBT/~vsq)(~2q2/2m⇤)/(~vsq)2]. Both zero-point and thermal parts converge as
R
dq. It

turns out that the di↵erence between the true non-adiabatic contribution and the artificially
converged adiabatic part (adding +i� in the denominator) is small, except for a small (but
interesting) non-adiabatic T 2 term at very low T which has little e↵ect at higher T .
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Chapter 3

Quasiparticles and phonon satellites in spec-

tral functions of semiconductors and insula-

tors: Cumulants applied to full first principles

theory and Fröhlich polaron.

The electron-phonon5 interaction causes thermal and zero-point motion shifts of electron
quasiparticle (QP) energies ✏k(T ). Other consequences of interactions, visible in angle-
resolved photoemission spectroscopy (ARPES) experiments, are broadening of QP peaks and
appearance of sidebands, contained in the electron spectral function A(k,!) = �1

⇡ ImGR(k,!),
where GR is the retarded Green’s function. Electronic structure codes (e.g. using density-
functional theory) are now available that compute the shifts and start to address broadening
and sidebands. Here we consider MgO and LiF, and determine their non-adiabatic Migdal
self energy. The spectral function obtained from the Dyson equation makes errors in the
weight and energy of the QP peak and the position and weight of the phonon-induced side-
bands. Only one phonon satellite appears, with an unphysically large energy di↵erence
(larger than the highest phonon energy) with respect to the QP peak. By contrast, the spec-
tral function from a cumulant treatment of the same self energy is physically better, giving
a quite accurate QP energy and several satellites approximately spaced by the LO phonon
energy. In particular, the positions of the QP peak and first satellite agree closely with those
found for the Fröhlich Hamiltonian by Mishchenko et al. (2000) using diagrammatic Monte
Carlo. We provide a detailed comparison between the first-principles MgO and LiF results
and those of the Fröhlich Hamiltonian. Such an analysis applies widely to materials with
infrared(IR)-active phonons.

3.1 Introduction

The notion of a single-particle (quasiparticle, or QP) spectrum ✏k for electrons (k is short
for all needed quantum numbers - wavevector, band, spin - k, n, �) underlies much of solid

5This work was done in collaboration with P. B. Allen, G. Antonius, L. Reining, A. Miglio and X. Gonze.
Only minor modifications were introduced to Ref. [24].
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state physics. Evidence for the existence of such quasiparticle spectra [97, 98] relies on
experiment. Optical experiments, combined with theoretical guidance, e.g. the “empirical
pseudopotential method” [99], have been used for decades, and allowed extraction of accurate
✏k from reflectivity data for simple semiconductors. Excitonic e↵ects cause deviation from an
independent-particle interpretation, but theory can determine their consequences and help
to extract one-electron properties. Angle-resolved photoemission spectroscopy (ARPES)
provides a more direct QP spectrum [100, 101]. The data can be approximately related to
the rigorously defined one-particle spectral function, obtained from the retarded Green’s
function G(k,!) as [98, 102]

A(k,!) = � 1

⇡
=mGR(k,!), (3.1)

where GR(k,!) is the Fourier transform
Z

dt exp(i!t)GR(k, t) (3.2)

of the retarded Green’s function

GR(k, t) = �ih{ck(t), c+k (0)}i✓(t), (3.3)

and {a, b} is an anticommutator.
When the spectral function A(k,!) exhibits a strong peak that correlates with the

corresponding single-particle theory, this defines a QP energy. The total spectral weightR
d!A(k,!) is 1, but the QP peak has reduced weight Zk < 1. It is broadened, and accom-

panied by features at other energies. When clearly di↵ering from a structureless background,
these features are called satellites. This has been seen in many photoemission experiments,
for example, Ref. [16] for polaron satellites, and Ref. [103] for plasmon satellites. ThusA(k,!)
contains more information than just the QP energy ✏k. Full interpretation is a challenge to
theory; progress on plasmon [104, 105] and polaron [10] satellites in real semiconductors is
occurring.

On the basis of a one-band analysis for metals, Migdal [106] showed that the electron
self energy due to phonons has important low temperature dynamical e↵ects, which can be
accurately described by a lowest-order self energy diagram ⌃M . Vertex corrections can be
omitted because of the small ratio !ph/EF of phonon energies to the Fermi energy. Even
though this argument that allows to neglect vertex corrections does not strictly apply in
semiconductors, we will use the term “Migdal” to indicate the Migdal formula, ⌃M , given
later as Eq.(3.6), where it is labeled ⌃Fan, referring to earlier works on insulators by Fan in
the fifties [28, 107]. Using Dyson’s equation, the corresponding Green’s function is

GD(k,!) = G0(k,!) +G0(k,!)⌃M(k,!)GD(k,!). (3.4)

When inserted into Eq. (3.1), it gives a spectral function which we will call “Dyson-Migdal”,
ADM. Given the success of Migdal theory in metals and the expected success of low order
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perturbation theory for most electron-phonon problems, it is embarrassing to realize [72,108,
109] that ADM(k,!) often agrees poorly with measured A(k,!). Typically, only one distinct
satellite is found in the side-band spectrum, while in reality several satellites are possible [16],
corresponding to emission of several phonons. Even worse, the QP peak is misplaced [110].

An alternative approach, also approximate, involves a cumulant treatment (see e.g.
Refs. [25, 111–113] and pp. 410–415 of Ref. [98]). This will be denoted as GC for the
Green’s function, and AC for the spectral function. The cumulant consists of an exponential
representation of the Green’s function, GC(k, t) = G0(k, t)eC(k,t). By equating this expansion
to a perturbation associated with the Dyson’s equation (see the Appendix, derivation of Eqs.
(3.18-3.22)), an expression for the cumulant C(k, t), and thus for the Green’s function, can
be obtained. As we will see later, the cumulant gives better results than the Dyson approach
for the spectral funcion of polar semiconductors. This seems to be related to the fact that,
through the exponential, higher order terms (although approximately) are included as well.
The cumulant approach and equations are discussed in detail in Sec. 3.4.

The cumulant was advocated for describing plasmon satellite e↵ects in metals by Steiner
et al. [103] and Hedin [114]. For electron-phonon e↵ects, there is early work by Mahan [115]
who used cumulant methods for the Urbach tail on optical �(!), and Dunn [108] for the
polaron spectral function. Gunnarsson et al. [109] introduced the cumulant method for
electron-phonon e↵ects in metals. More recently, Verdi et al. [10] applied the cumulant
method to doped semiconductors, where both plasmon and phonon e↵ects occur. Here we
apply the cumulant method to undoped semiconductors with electron-phonon renormaliza-
tion but no dynamical electron-electron coupling.

To further motivate the interest to work with the cumulant approach instead of the
Dyson-Migdal one, consider Fig. 5, which illustrates where the QP peak appears in various
treatments of the Fröhlich polaron problem [2, 25]. Lowest-order Rayleigh-Schrödinger per-
turbation theory puts the renormalized polaron energy below the conduction band minimum
by ↵!LO, where ↵ is the Fröhlich coupling constant. An accurate high-order treatment [47]
gives a surprisingly similar answer, shown as the blue squares on the graph. This is where
the QP peak of the spectral function should be located. If the Migdal self energy ⌃M is eval-
uated at ! = ✏k, the unperturbed energy, the corresponding energy shift �✏k=0 = ⌃M(0, ✏k)
agrees with the Rayleigh-Schrödinger result �↵!LO. However, the actual QP peak of the
spectral function ADM is located at a fairly di↵erent energy, shown by the red circles on the
graph [25,110]. The cumulant method used in the present Chapter puts the QP peak exactly
on the Rayleigh-Schrödinger line, close to the correct polaron answer. The cumulant method
also greatly improves the position of the first satellite peak, as will be shown later. It also
gives additional peaks, corresponding to multiphonon excitations. However, they di↵er in
location and strength from the other peaks in the accurate Fröhlich spectral function [47].

Another improvement given by the cumulant method is a much more reasonable value of
the QP spectral weight Z, defined later in Eq.(3.11) and shown in Fig. 6.

Since the characteristic energy of plasmons is much bigger than that of phonons, the
resolution needed to see plasmon satellites in photoemission experiments has been available
for many years. The valence photoemission spectra of alkali metals, that exhibit multiple
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Figure 5: Quasiparticle energy of the Fröhlich polaron, as a function of the Fröhlich coupling
constant, in units of !LO: accurate results from Ref. [47] (blue squares), from the cumulant
approach (which agrees with lowest-order Rayleigh-Schrödinger theory) (black line), and
from Dyson-Migdal spectral function [25,110] (red circles).
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Figure 6: Quasiparticle spectral weight Zk=0 of the Fröhlich polaron, as a function of the
Fröhlich coupling constant. The blue squares are accurate Monte Carlo results from Ref. [47].
The solid red line comes from the full Dyson-Migdal spectral function, Eq. (3.11). The dotted
red line comes from the linearized approach, Eq.(3.14). The black line is the cumulant result
using Eq. (3.26) with the retarded Green’s function.
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plasmon satellite structures caused by the Coulomb interaction, was modeled from first
principles by Aryasetiawan et al. [104] using a cumulant treatment. More recently, Kheifets
et al. [116] and Guzzo et al. [105] did ARPES for valence electrons in Si, and observed plasmon
satellites. Their calculated spectrum based on a cumulant approach GC, agrees much better
with their data than a theory based on the Dyson GD. Similar observations were made for
graphene, doped graphene and graphite [117,118], and for several other materials [103,119].
The homogeneous electron gas has also been studied using the cumulant approach [120–122].

Electron-phonon interaction (EPI) e↵ects are ubiquitous in solids [1], but were not seen
in ARPES until improved resolution became available. In metals, temperature shifts of
photoemission linewidths were seen for surface states in Cu [123] and Ag [124]. Phonon-
induced “kinks” in the quasiparticle dispersion were seen by photoemission from surface
states [125] of Be(0001) [126, 127] and Mo(110) [128]. Bulk electron-phonon e↵ects were
seen by ARPES in superconducting and normal Pb [129]. These experiments on metals
did not resolve EPI-induced satellite structures. Recent ARPES experiments on monolayer
metallic (and superconducting) FeSe, grown on both SrTiO3 [130] and rutile TiO2 [131], have
seen replica bands displaced by the energy of a phonon of the substrate. ARPES studies
of EPI e↵ects on electrons near the band gaps of semiconductors are now available, with
resolved EPI-induced satellites for electrons and holes doped into non-metals, for bulk [16],
surface [17, 18], and interface [19] doped regions.

First-principle studies of the EPI e↵ects on the electronic structure of insulators (zero-
point motion as well as temperature dependence) have mostly used perturbation theory to
second order in displacement (Fan and Debye-Waller terms) [3]. The focus has mostly been
on the quasiparticle shift in simple solids, and occasionally on the quasiparticle broadening
[1, 15, 20–23, 68, 70, 71, 132–143]. Polarons, by contrast, have been studied for a long time
using high-order perturbative treatment of the singular Fröhlich first-order matrix element,
with no second or higher-order matrix elements, and simplified model band structures [25,
144]. When the Fröhlich coupling constant ↵ exceeds ⇡ 5, nonperturbative corrections
start to be needed, and eventually small polarons may form [145] in real materials where
the polaron radius in the continuum approach would be comparable to or smaller than
the interatomic distance. Also, defects or higher than harmonic lattice displacement terms
cannot be ignored in real materials. Only recently [20] was it noticed that first-principles
studies of semiconductors had incorrectly ignored nonadiabatic aspects familiar in polaron
literature for the quasiparticle energy shift (also sometimes referred to as renormalization)
due to LO phonons in IR-active semiconductors. Perturbation theory had previously been
simplified by omission of ±!Q from denominators. Because of the 1/q divergence of the
Fröhlich coupling, LO phonon contributions cause unphysical divergences (3D-integral of
1/q4 at small q phonon wavevectors) if the ±!Q pieces are omitted [20].

The literature on large polarons has focused on models such as the Fröhlich Hamiltonian,
generally ignoring the existence of multiple phonon branches, non-parabolic electronic bands,
Debye-Waller, and interband e↵ects. We advocate unification of the separate skills of polaron
and energy-band communities. This has started, with the above-mentioned understanding
of the LO-phonon role in first-principles calculations [12,15,20], as well as the first-principles
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approach to the Fröhlich vertex developed by Sjakste et al. [13] and Verdi and Giustino [14].
Beyond the computation of quasiparticle shifts, first-principles studies of spectral func-

tions, side bands and satellites have also appeared. Cannuccia and Marini [22, 23] showed
that optical data for diamond and polyethylene contain subgap EPI e↵ects also visible in
the single-electron theoretical spectral function A(k,!). Spectral functions were computed
by electron-phonon perturbation theory for the full band structure of C, BN, MgO and LiF
by Antonius et al. [138]. A satellite is distinctly seen in the spectral function at the top of
the valence band of LiF. However, these computations used GD with a Migdal self-energy.
Cumulant studies of EPI e↵ects [108, 115] have recently been revived by Verdi et al. [10]
who discussed the doped TiO2 data of Ref. [16], explaining the evolution from polaron to
metallic-type EPI-renormalization as the doping level increases. The current Chapter recon-
siders the results of Antonius et al. [138] using GC, and shows, on the basis of the comparison
with the Fröhlich Hamiltonian, how a cumulant calculation improves such results.

Cumulants [146], and their relatives, have been discussed a lot in older [104, 108, 109,
112, 114, 147, 148] as well as more recent [72, 98, 105, 113, 117, 122, 149–152] literature. The
improvement they give is incomplete [113, 152, 153]. Despite the abundant literature, quan-
titative tests for EPI e↵ects in non-metals treated with a cumulant approach are almost
nonexistent. We are only aware of the above-mentioned model calculations for the Fröhlich
Hamiltonian by Mahan [115] and Dunn [108], and first-principles study of TiO2 by Verdi et
al. [10].

The current Chapter deals with the zero-temperature spectral function A(k,!, T = 0),
for the top of the valence band or bottom of the conduction band of two real insulators,
MgO and LiF, arising from EPI e↵ects. We first summarize the theoretical background for
(a) computation of self energies, and (b) spectral functions. Then we consider the Fröhlich
Hamiltonian, and discuss results for several values of the coupling constant ↵. Subsequently
we calculate the self energy and the spectral function of MgO and LiF, using ab initio

density functional perturbation theory (DFPT) calculations with the code ABINIT [88,89] to
determine phonons and their coupling with electrons. We consider, for the mentioned states,
the Dyson-Migdal approach to the spectral function (ADM(k,!)), as well as the cumulant
approach (AC(k,!)), and show that the cumulant results are physically more sensible. The
DM approach gives qualitatively very di↵erent results, which calls for a reconsideration of
the results given in Refs. [22, 23,138].

3.2 Self-energy

The Hartree atomic unit system is used throughout (~ = me = e = 1). Starting from now,
we will use the more explicit notations k for wavevectors and n for bands, instead of k. Spin
is irrelevant in this article. The self energy of an unperturbed state, labeled by wavevector
and band, includes two contributions at the lowest order of perturbation theory (quadratic
in the strength of the EPI), namely, the Fan self energy and the Debye-Waller self energy [1]:

⌃(kn,!) = ⌃Fan(kn,!) + ⌃DW(kn). (3.5)
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The Debye-Waller self energy (see its expression in Refs. [1,137], a first-order e↵ect from
the second-order matrix elements ) is static and real. On the contrary, the Fan self energy is
dynamical (but often treated adiabatically). In matrix notation, the Fan self energy is given
by ⌃ = iG�D, where G is the electron propagator, � is the vertex, and D is the phonon
propagator. As often done [106], the vertex is approximated as � = 1. Approximating the
electronic Green’s function by its non-interacting counterpart, G = G(0), e.g. Kohn-Sham
Green’s function without electron-phonon corrections, corresponds to a non-self-consistent
treatment, and gives the standard result for the retarded Fan self energy [1] :

⌃Fan(kn,!) =
1

Nq

BZX

qs

X

n0

|hkn|H(1)

qs |k+ qn0i|2 ⇥


nqs + 1� fk+qn0

! � "k+qn0 � !qs + i⌘
+

nqs + fk+qn0

! � "k+qn0 + !qs + i⌘

�
.

(3.6)

In this expression, contributions from phonon modes with harmonic phonon energy !qj and
occupation number nqs, are summed for all phonon branches, labeled s, and wavevectors,
labelled q, in the entire Brillouin zone. The latter is discretized, with Nq indicating the
number of wavevectors in the sum. The limit for infinite number of wavevectors is implied.
Contributions from intermediate electronic states |k+ qn0i with electron energy "k+qn0 (not
renormalized by phonons) and occupation number fk+qn0 are summed for all bands n0 (va-

lence and conduction). H(1)

qs is the self-consistent change of potential due to the phonon
labelled qs [1, 154]. Eq.(3.6) is also the Migdal result ⌃M .

We will work with semiconductors at zero temperature, in which case the phonon occu-
pation numbers vanish, and the electron occupation numbers fk+qn0 are either one, for the
valence states, or zero, for the conduction states. At zero temperature, the phonon occu-
pation numbers vanish. Since we will work with semiconductors, the electron occupation
numbers fk+qn0 are either one, for the valence states, or zero, for the conduction states. For
semiconductors with IR-active phonons, the intraband (n0 = n) contribution with small-q
LO phonons (the Fröhlich problem) gives the most important dynamical features for the
frequency range near the bare electronic energy (! ⇡ ✏kn), due to the combination of small-q

diverging matrix element hkn|H(1)

qs |k+ qn0i ! Cn�nn0/q, see Ref. [20], and small denomina-
tor (! ⇡ ✏kn ⇡ ✏k+qn) in Eq.(3.6).

3.3 Quasiparticles and spectral function

The second-order self energy ⌃(kn,!) is the basis of di↵erent approximations for the quasi-
particle shift and the spectral function. In the Rayleigh-Schrödinger (RS) approximation,
the new quasiparticle energy Ekn is shifted from its initial value ✏kn by the real part of the
self energy evaluated at ✏kn:

ERS

kn = ✏kn + <e⌃(kn,! = ✏kn). (3.7)
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The spectral function �=mGR(kn,!)/⇡ has dynamical e↵ects beyond Rayleigh-Schrödinger.
In the Dyson-Migdal (DM) approach [1], the spectral function obtained from the self energy
is

ADM(kn,!) = � 1

⇡
=mGDM

R (kn,!)

=
(�1/⇡)=m⌃(kn,!)

(! � "kn �<e⌃(kn,!))2 + (=m⌃(kn,!))2
.

(3.8)

There is typically a QP peak at ! = EDM

kn where ! � ✏kn + <e⌃(kn,!) = 0 (i.e. where the
first term in the denominator of Eq.(3.8) vanishes). This assumes small values of =m⌃ near
! = EDM

kn . If =m⌃ is not small at EDM

kn , the QP peak can be strongly broadened. The value of
EDM

kn is usually shifted from ERS

kn (Eq.(3.7)) by a non-negligible !-dependence of <e⌃(kn,!).
An additional possible slight shift of the QP peak in Eq.(3.8) can occur if the !-dependence
of =m⌃ is not negligible at EDM

kn . Eq.(3.8) usually also gives one broad satellite, above the
quasi-particle peak (for the conduction states), or below it (for the valence states).

A QP part of the spectral function, in Dyson-Migdal theory, can be separated out by
Taylor expanding ⌃Fan around ! = EDM

kn , keeping only the constant term in the imaginary
part and both constant and linear terms in the real part. The answer is

ADM

QP
(kn,!) =

ZDM

kn

⇡

�DM

kn

(! � EDM

kn )2 + (�DM

kn )2
(3.9)

where the QP energy is
EDM

kn = ✏kn + <e⌃(kn,! = EDM

kn ), (3.10)

the quasiparticle weight ZDM is

ZDM

kn =

 
1�<e@⌃(kn,!)

@!

����
!=EDM

kn

!�1

, (3.11)

and the QP broadening is

�DM

kn = ZDM

kn |=m⌃(kn,! = EDM

kn )|. (3.12)

If T = 0 and the imaginary part of the self-energy vanishes at the QP energy, Eqs.(3.10) and
(3.11) give the exact location and weight of a scaled Dirac delta peak ZDM

kn �(! � EDM

kn ).
Often [98, 112], Eq.(3.10) is linearized to find an approximate quasiparticle energy and

the related weight from quantities defined at the bare eigenenergy ✏kn:

EDM0

kn = ✏kn + ZDM0

kn <e⌃(kn,! = ✏kn), (3.13)

with

ZDM0

kn =

 
1�<e@⌃(kn,!)

@!

����
!=✏kn

!�1

. (3.14)
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The Lehmann representation of the spectral function is derived from Eqs.(3.1,3.3) using
the exact eigenstates |mi, of energy Em, of the full Hamiltonian,

A(kn,!) =
X

m0,m

e��Em

Z

⇥
|hm0|c+kn|mi|

2�(! � Em0 + Em)

+ |hm0|ckn|mi|2�(! + Em0 � Em)
⇤
, (3.15)

where Z = ⌃m exp(��Em) is the partition function and � is 1/kBT . Only T = 0 is directly
relevant to the computations of this Chapter, but the T > 0 properties are also important
and interesting. From Eq.(3.15) it is clear that A(kn,!) � 0 at all !, and the integrated
spectral weight (

R
d!A(kn,!)) is 1. The QP part (Eq.(3.9)) has total weight ZD

kn which
must therefore be less than 1. The non-QP part A�AQP has the rest of the spectral weight.

There is an interesting property of the first moment [152],
Z 1

�1
d!!A(kn,!) = h{[ckn, H], c+kn}i. (3.16)

For noninteracting electrons, the right-hand side of Eq.(3.16) is the band energy ✏kn. If the
only interaction is with phonons, the right-hand side has an extra piece, h{[ckn, He�p], c

+

kn}i.
Terms in the electron-phonon interactionHe�p which have odd powers of lattice displacement
do not contribute. The even powers do, however, and the total right hand side of Eq.(3.16)
is hkn|hHi|kni where hHi is the thermal average of the vibrating one-electron Hamiltonian.
This is exactly a Debye-Waller shifted single particle energy, both zero-point and thermal if
T > 0. If only the leading second-order term in a vibrational Taylor expansion is kept, the
answer is ✏kn+⌃DW(kn), with only the Debye-Waller part of Eq.(3.5). It is interesting that an
observable (in principle) property can separate the Debye-Waller from the Fan e↵ects, given
that translational invariance forces a partial cancellation [3] and indicates an underlying
connection between these terms.

Although the quasiparticle energy from the DM spectral function for the Fröhlich problem
does not occur at the right place and the DM quasiparticle spectral weight is quite bad, as
shown by Figs. 1 and 2, the integral of the DM spectral function is correctly 1, and its first
moment is correctly ✏kn for the Fröhlich problem which has no 2-phonon matrix element and
therefore no D-W term.

3.4 Cumulant

The cumulant expansion is an alternative to the usual Dyson diagrammatic perturbation the-
ory. It derives from an exponential representation of the retarded Green’s function G(kn, t)
in the time domain:

GC(kn, t) = G0(kn, t)e
C(kn,t). (3.17)

To lowest order, it treats the Fan diagram, Fig. 7 (a), exactly, and higher-order diagrams
such as (b) and (c), approximately.
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a) b) c)

Figure 7: Some of the lowest order Feynman diagrams. (a) Usual Fan self energy diagram.
(b) Diagram that contributes to the self-consistency of the electron propagator. (c) Diagram
that contains a vertex correction.

Di↵erent methods are used to derive the cumulant C(kn, t) from the self energy, including
identification of the terms of the same power of the interaction in a diagrammatic expansion
of the left- and right-hand side of Eq.(3.17). In the case of one isolated electronic level
(without dispersion), the cumulant approach gives the exact result using only a second-
order self energy [147]. Among others, Langreth [147], Hedin [114], Gunnarsson et al. [109],
Aryasetiawan et al. [104], Guzzo et al. [105] and Kas et al. [149] examined, developed and
applied the cumulant expansion.

In a recent paper, Kas et al. [149] considered a cumulant expansion of the retarded
Green’s function. See Sec. 3.11 Appendix II for a discussion of the alternative time-ordered
Green’s function approach. Their equations, applied to the EPI self energy (including Fan
and Debye-Waller contributions), are

AC(kn,!) = � 1

⇡
=mGC(kn,!), (3.18)

GC(kn,!) =

Z 1

�1
ei!tGC(kn, t)dt, (3.19)

GC(kn, t) = �i✓(t)e�i("kn+⌃
DW
kn )teC(kn,t), (3.20)

C(kn, t) =

Z 1

�1
�(kn,!)

e�i!t + i!t� 1

!2
d!, (3.21)

�(kn,!) =
1

⇡
|=m⌃Fan(kn,! + "kn)|. (3.22)

Eq.(3.20) shows that the static Debye-Waller self energy ⌃DW

kn shifts (in frequency) the whole
spectral function with respect to a quasiparticle situated at "kn.

Eq.(3.21) also shows that the cumulant and its first time derivative vanish at t = 0, from
which one deduces that the integral of the spectral function AC(kn,!) over all frequencies
is 1, while its first moment is equal to "kn + ⌃DW

kn . These properties agree perfectly with
the exact results of the previous section. Because the phonon density of states (DOS) from
acoustic modes vanishes quadratically at zero frequency, for the top of the valence band and
the bottom of the conduction band, �(kn,!) vanishes quadratically around ! = 0. Then
following the method of Ref. [104], three separate e↵ects can be attributed to the three
pieces (e�i!t + i!t � 1) of Eq.(3.21). Specifically, e�i!t generates the satellites, +i!t shifts
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the quasiparticle peak, and �1 generates the renormalization of the quasiparticle weight.
The latter two e↵ects make use of Kramers-Kronig relations (satisfied by the retarded self-
energy),

<e⌃Fan(kn, "kn) = �P
Z 1

�1

�(kn,!)

!
d!, (3.23)

<e@⌃
Fan(kn,!)

@!
|!="kn = �<e

Z 1

�1

�(kn,!)

(! + i�)2
d!,

(3.24)

where P denotes the principal part of the integral. The first of these gives the quasiparticle
peak shift,

Ekn = ✏kn + <e⌃Fan(kn,! = ✏kn) + <e⌃DW(kn)

= ✏kn + <e⌃(kn,! = ✏kn). (3.25)

This is identical to the shift ERS

kn from Rayleigh-Schrödinger perturbation theory. The second
yields the quasiparticle weight,

Zkn = exp

✓
<e@⌃

Fan(kn,!)

@!
|!="kn

◆
. (3.26)

In Eq.(3.17), or equivalently Eq.(3.20), the exponential can be Taylor-expanded: the
Green’s function and spectral function in the time domain are the sum of the product of
the independent-electron contribution multiplied by powers of the cumulant, the latter being
a linear functional of the imaginary part of the self energy. In the frequency domain, this
creates a satellite series [104, 113], coming from repeated convolution in frequency of the
undressed particle spectral function (a Dirac delta) by the “satellite spectral function” AS

(See Eqs. 8, 13, and 14 of Ref. [104] or Eqs. 3, 4, and 6 of the supplemental materials of
Ref. [10]). Supposing AS to be also a Dirac delta (as in the Lundqvist model Hamiltonian),
one obtains for the spectral function a Poisson distribution of Dirac function satellites, each
being spaced by the characteristic bosonic satellite energy. More generally, supposing the
imaginary part of the self-energy to be non-zero only for positive frequencies beyond a given
threshold, the threshold for each satellite contribution will be determined by the self-energy
threshold multiplied by the order of the satellite. In the next section, such an e↵ect can be
seen in the case of the Fröhlich Hamiltonian.

When the imaginary part of the self energy has contributions at both negative and positive
frequencies, this simple picture is lost, unless the cumulant is clearly dominated by one of
these. In the case of the first-principles EPI for wide-gap insulators, the self energy has
indeed both negative and positive contributions. However, only one of these contributions
will dominate for wide-gap insulators, as will be seen later.
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3.5 Fröhlich Hamiltonian self-energy

The relationship between the Fröhlich coupling and first-principles calculations has been
established in Refs. [13, 14], in the general case of several electronic bands, several phonon
branches, as well as anisotropic Born e↵ective charge tensor and dielectric tensor. Here, we
consider the simple original Fröhlich Hamiltonian, corresponding to the following hypotheses:
(1) Only one isotropic electronic parabolic band (we will first treat the conduction band),
with a minimum at k = 0. We choose "k=0,c = 0, and use parabolic dispersion governed
by the e↵ective mass m⇤. (2) Only one LO-phonon branch with constant phonon frequency
!LO. (3) Isotropic Born e↵ective charge Z⇤, isotropic electronic (optical) dielectric constant
✏1, and thus, isotropic low-frequency dielectric constant ✏0 [37].

Only intraband terms n0 = n are present, thus, the general gnn0j(k,q) = hkn|H(1)

qj |k+ qn0i
reduces to gnn0j(k,q) = gq�nn0 for j = LO, with

gq =
i

q

"
4⇡

⌦0

!LO

2

⇣ 1

✏1
� 1

✏0

⌘#1/2
, (3.27)

where ⌦0 is the volume of the primitive cell.
In computing the self energy, the constant Debye-Waller shift is neglected. This might

seem a strong approximation. However, hypothesis (2) implies the neglect of the Fan term
from the acoustic modes as well, and it is known that the acoustic mode Fan contributions
and the Debye-Waller contributions cancel each other in the vanishing-q limit [3]. Further-
more, the LO-phonon Fan term dominates, due to the integrable divergence mentioned at
the end of Sec. II.

The expression for the Fröhlich self energy is easily found, see e.g. Ref. [25], but is
presented here as well, for convenience and comparison with the first-principle results. The
zero-temperature formula for the Fan self energy of the (Fröhlich) electron state at the
bottom of the conduction band (k = 0) comes from Eq.(3.6):

⌃Fr

e (k = 0,!) =
1

Nq

X

q

|gq|2

! � ✏q � !LO + i⌘
. (3.28)

The intermediate electron energy ✏q becomes q2/2m⇤ in the parabolic band with e↵ective
mass approximation. Using the Debye sphere for the Brillouin zone, the equation becomes

⌃Fr

e (0,!) =

Z qD

0

dq
⌦0

(2⇡)3
4⇡q2|gq|2

! � q2

2m⇤ � !LO + i⌘
. (3.29)

Provided the electronic energy on the boundary of the Debye sphere is much bigger than
!LO, the upper limit qD can be safely extended to infinity [25]. For qD !1, this gives

<e⌃Fr

e (!) = � ↵!LOp
1� !/!LO

✓(!LO � !), (3.30)

=m⌃Fr

e (!) = � ↵!LOp
!/!LO � 1

✓(! � !LO), (3.31)
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Figure 8: Fröhlich Hamiltonian self-energy. Real part in orange, imaginary part in blue. The
functions with a negligible broadening, � = 0.001!LO, are represented by continuous lines,
while functions with a broadening � = 0.12!LO, similar to the one used in first-principles
calculations, are represented by dashed lines.

where the Fröhlich coupling constant ↵ is

↵ =
⇣ 1

✏1
� 1

✏0

⌘✓ m⇤

2!LO

◆1/2

. (3.32)

Above !LO, the self energy is purely imaginary, while below !LO, it is purely real. Both are
negative and diverge like an inverse square root of the frequency around !LO.

For the valence band, with the eigenenergy of the top of the valence band now taken as
zero, the corresponding retarded self energy is

<e⌃Fr

h (!) = +
↵!LOp

1 + !/!LO

✓(! + !LO), (3.33)

=m⌃Fr

h (!) = � ↵!LOp
�!/!LO � 1

✓(�! � !LO). (3.34)

For a given material with well-defined dielectric constant and LO frequency, the coupling
constant ↵ from Eq.(3.32) has di↵erent values for electron and hole polarons, due to di↵ering
e↵ective masses.

In Secs. VII and VIII dealing with first-principles calculations, we will maintain a small
finite broadening factor � [155], of order 0.12!LO, for numerical reasons. Thus the self-energy
functions, Eqs.(3.30) and (3.34), will not retain their inverse-square-root shape. Eqs.(3.30)
and (3.31) and their broadened versions are shown in Fig. 8.

The self energies in Eqs.(3.30)-(3.34) were derived in lowest order perturbation theory.
They include only the Fan diagram, without vertex corrections. Calculations of self energies
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Figure 9: Fröhlich Hamiltonian spectral function using the cumulant approach GC (solid,
black) and the Dyson-Migdal approach GDM (dashed, red) for ↵=0.34. The position of the
quasiparticle peak slightly di↵ers between the two. The cumulant version deviates from the
Fröhlich value �↵!LO only because a non-zero broadening � ⇡ 0.12!LO [155] is used in
numerical evaluation of Eq.(3.29), for consistency with later calculations. In the DM case,
the onset of the phonon-emission “satellite” is higher by !LO than the bare band energy
! = "(0)k=0,c = 0 [110]. By contrast, it is higher by !LO than the quasiparticle peak in the
cumulant method, corresponding to states that combine the dressed quasiparticle with one
LO phonon.

at higher orders have been performed for the Fröhlich Hamiltonian, see e.g. Refs. [25, 108].
For values of ↵ in the range considered in this Chapter, those higher-order corrections to the
quasiparticle shift are small, as argued by Migdal [106]. Calculations using these formulas
for ⌃Fan and the corresponding spectral functions ADM and AC, are discussed in the next
section, and plotted in Figs. 9-12.

3.6 Fröhlich Hamiltonian quasiparticle energy and spectral func-

tion

The spectral function �=mGR(kn,!)/⇡ has “dynamical e↵ects” beyond Rayleigh-Schrödin-
ger. In Fig. 9 we show the spectral function for ↵ = 0.34 (a small value, typical of many
semiconductors, e.g. electrons at the conduction band minimum of GaN), for the Fröhlich
Hamiltonian using two approximations. The black curve corresponds to the cumulant expan-
sion Eqs.(3.18-3.22), while the dash-red curve was obtained with the DM approach Eq.(3.8).
For consistency with later first-principles calculations, we used a small broadening factor
� ⇡ 0.12!LO for the self energy, which causes a small artificial shift and broadening of the
quasiparticle peak.
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There are two e↵ects. (i) In the cumulant case, the quasiparticle peak agrees with the
value �↵!LO predicted by Rayleigh-Schrödinger perturbation theory. (ii) A phonon-emission
side band appears, with one clearly visible satellite, at di↵erent energies in the DM and
cumulant cases. The separation between the quasiparticle and satellite is about !LO in the
cumulant expansion, but slightly higher than (1 + ↵)!LO in the DM approach. Physically,
this satellite ought to start at the quasiparticle energy EQP plus !LO. The DM shift of EQP

away from �↵!LO does not agree with the results obtained for many years by the polaron
community [25, 144].

Increasing the value of ↵ to values typical for the valence and conduction band extrema
of MgO and LiF, 1.62, 4.01 and 8.00 (see later) gives the three next figures 10, 11 and 12.
Note that the position EQP of the quasiparticle peak di↵ers more and more between the two,
with the cumulant version staying at the RS answer �↵!LO, as expected. ADM becomes
increasingly unphysical for stronger couplings: the side band has one broad satellite, setting
in at !LO, with a maximum at a frequency that increases with ↵. By contrast, AC has
the satellite onset at EQP + ~!LO. Several satellites are clearly visible in AC of Fig. 11,
spaced approximately by !LO. The side bands become broader and less well-defined as
↵ increases, with a long tail extending to higher energies. The numerical value of the
broadening � ⇡ 0.12!LO, albeit small, has an impact on the threshold at which it becomes
impossible to distinguish the satellites from the overall smooth behavior. This broadening
factor is multiplied by the order of the satellite in the repeated convolution of the undressed
particle spectral function mentioned in Sec. IV.

These cumulant results globally agree with the previous cumulant-based study by Dunn
[108], for ↵ = 2, 4, and 6. He worked, however, at finite temperature, and also included
the next order of perturbation theory in his calculations of the self energy. Higher orders
of perturbation theory tend to sharpen features of the spectral function. In the case of a
model core-electron spectrum, for which the exact solution is known [147], the next order
of perturbation theory improves significantly the position of the peak, and sharpens it with
respect to a first-order self-consistent treatment. On the other hand, a first-order non-self-
consistent treatment also gives a sharper plasmon satellite than the first-order self-consistent
treatment, albeit located at nearly the same too low energy [148].

The first satellite shape and position, in our cumulant calculations, resemble reasonably
well those of the diagrammatic Monte Carlo (MC) calculations of Mischenko et al. [47],
apparently the best reference results available at present. However, the MC results do not
show the second and third satellites and instead develop a satellite in the range from 3.5
to 4.0 !LO if ↵ is larger than one. For values of ↵ larger than 4, another satellite appears
in the range 8.0 ... 9.0 !LO. As MC results for optical �(!) compare well with other
approaches [156], we believe that the cumulant approach for A(k,!) has some errors for !
beyond the first satellite. The physical reason for the disappearance of the second and third
multiphonon peaks, and the appearance of other peaks, has been discussed in Ref. [157]. The
new peaks might be related to so-called “relaxed excited states”, not treated by the lowest
order cumulant approach, that dominate the spectral function in the energy range beyond
the first phonon threshhold.
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Figure 10: The lower part shows the DM self energy (in units of !LO) for a Fröhlich electron
with ↵ = 1.62 (typical of the conduction band minimum of MgO), using Eq.(3.30) except
broadened with � = 0.12!LO in Eq.(3.28). The position of the DM QP peak is at the crossing
between the real part and the line <e⌃ = !. The upper part shows both the resulting DM
spectral function and the cumulant version from GC. The satellite setting in at !/!LO = 1
in the DM case is barely visible in this picture.
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Figure 11: Fröhlich Hamiltonian spectral function using the cumulant GC (in black) and the
Dyson-Migdal approach GDM (dashed, in red) for ↵=4.01 (typical of the conduction band
minimum of LiF), from the Migdal self energy broadened by � = 0.12!LO.
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Figure 12: Fröhlich Hamiltonian spectral function using the cumulant GC (in black) and
the Dyson-Migdal approach GDM (dashed, in red) for ↵=8, from the Migdal self energy
broadened by � = 0.12!LO.

Let us analyze the behavior of the quasiparticle peak in the DM case in more detail, in
the case without any numerical broadening. The quasiparticle energy is found from

EDM

QP = <e⌃(EDM

QP ). (3.35)

Using Eq.(3.30) for electron states gives a cubic equation,

↵2 =

 
EDM

QP

!LO

!2

�
 
EDM

QP

!LO

!3

; (ED
QP < 0). (3.36)

For all ↵, this has one negative real root; EDM

QP ⇠ �↵!LO for small ↵ and EDM

QP ⇠ �↵2/3!LO

for large ↵. This agrees with Fig. 5 (red circles). For small ↵, to second order, the Dyson-
Migdal QP energy is

EDM

QP ⇡ �(↵� ↵2/2)!LO (3.37)

The DM quasiparticle energy Eq.(3.35) corresponds to the intersection of the <e⌃(!) func-
tion with the straight ! line, as shown in Fig. 10. As shown in Fig. 5, the second-order
Rayleigh-Schrödinger answer ERS

QP = �↵!LO, although not perfect, is better than the Dyson-
Migdal answer (with ⌃M = G0D, not the self-consistent ⌃M = GD, see Ref. [110]).

The Fröhlich spectral function A = �=mGR(!)/⇡, in DM approximation, has two parts.
The quasiparticle part is ZDM�(! � EDM

QP ), where ZDM = 1/(1 � d⌃/d!) is evaluated at
! = EDM

QP . To lowest order, the quasiparticle weight ZDM ⇡ 1 � ↵/2. At large ↵, ZDM

tends asymptotically to 2/3, but the linearized weight, Eq.(3.14) is ZDMlin ⇡ 1/(1 + ↵/2)
for all values of ↵, which tends to zero asymptotically. The DM spectral function (without
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numerical broadening) is

A(x) =
ZDM

!LO
�(x� xQP ) +

1

⇡!LO

↵
p
x� 1

x2(x� 1) + ↵2
✓(x� 1), (3.38)

where x = !/!LO and xQP = EDM

QP /!LO. The DM side-band always starts at ! = !LO, rather
than at the intuitively correct value of EQP + !LO. The Monte Carlo spectral functions [47]
show sidebands starting close to the intuitive energy.

3.7 Full Migdal self-energy from first-principles

We present now first-principles results for the full self energies (real and imaginary parts,
from all phonon modes, including interband and Debye-Waller e↵ects) of MgO and LiF, at
the valence band maximum (VBM) and conduction band minimum (CBM). These results
will be used in the next section to find DM and cumulant spectral functions. This section
also gives the related first-principles parameters to be fed into the Fröhlich model. For MgO
and LiF band extrema, the Fröhlich coupling ↵ ranges from about 1.5 to 15. We also tabulate
the magnitudes of the separate Debye-Waller and Fan terms, as well as their contributions
from unoccupied and occupied states.

Technical details of the first-principles calculations are in Appendix I. The most delicate
issue concerns the sampling of phonon wavevectors in the Brillouin zone, and the numeri-
cal broadening factor needed to treat Eq.(3.6). To obtain well-converged self energies, the
eigenenergy di↵erences between sampled wavevectors as well as the numerical broadening
factor must be significantly smaller than the LO phonon frequency. This is especially im-
portant at the unperturbed quasiparticle eigenenergy, where the real and imaginary parts
and their derivatives govern the asymptotics of the cumulant, and hence the quasiparticle
peak characteristics. We choose a broadening of 0.01 eV, approximately !LO/8 (see Table
2), and wavevector grids up to 96 ⇥ 96 ⇥ 96 points for MgO and 48 ⇥ 48 ⇥ 48 points for
LiF. This is considerably better than in Ref. [138] for the same materials (diamond and BN
were also studied in that work). In Ref. [138], the broadening factors ranged between 0.1eV
and 0.4eV, and phonon wavevector grids had at most 32 ⇥ 32 ⇥ 32 points.

MgO and LiF both crystallize in the (cubic) rocksalt structure, with one formula unit
per primitive cell. Density-Functional Theory (DFT-GGA) Kohn-Sham electronic structure
of both materials can be found elsewhere [138], and will not be reproduced here. In both
materials, the CBM is not degenerate. It is parabolic in a large region around �, so we
expect the e↵ective mass parabolic approximation to be adequate. The VBM is triply
degenerate at �. One light hole band rapidly separates from two heavy hole bands away
from �, the latter being degenerate along the �-X and �-L directions. The deviation with
respect to parabolicity is faster than for the conduction band. The DFT eigenenergy is set
to zero at the relevant band extremum. In both materials, there are three acoustic and three
optic phonon branches. At �, the LO branch is separated from the doubly-degenerate TO
branches.

Table 2 presents the computed geometric, electronic, dielectric, and dynamical properties
of MgO and LiF, that determine the corresponding Fröhlich parameter ↵, also reported in
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this table. The primitive cell parameter is a0 = a/
p
2, where a is the size of the conventional

cube. Di↵erent e↵ective masses are mentioned for the valence bands, corresponding to
the heavy hole (hh) and to the light holes (lh), and also to di↵erent directions of the non-
spherical electronic structure [158]. Note that the !LO and !TO of the two materials are rather
similar, while their dielectric properties and e↵ective masses di↵er significantly. The Fröhlich
parameter ↵ provides a rough estimate of the phonon-induced zero-point renormalization of
the quasiparticle energy. For the conduction band minimum, the estimated shifts (-↵e!LO)
are -0.137eV for MgO and -0.332eV for LiF. For valence bands, we do not attempt to integrate
over all e↵ective mass directions and hole types, but simply provide the corresponding ↵
values deduced from Eq.(3.32). The values presented in Table I are in reasonable agreement
with those recently computed in Ref. [12] for the same materials. However, in Ref. [12],
the Fröhlich polaron binding energy is defined as half the value from the usual theoretical
approach (that we adopt), because the authors cut o↵ the q-integral at ⇡ over the polaron
radius instead of infinity. We find on the contrary that the Fröhlich values underestimate
first-principles values, as will appear later.

Table 2: Computed basic characteristics of MgO and LiF. See text for the di↵erent symbols.

Unit MgO LiF
a0 [Å] 3.01 2.88
⌦0 [Å3] 19.2 16.9
"g (DFT-GGA) [eV] 4.49 8.54
!LO/!TO [eV] 0.0844/0.0454 0.0828/0.0466
✏1/✏0 3.23/11.14 2.04/6.44
m⇤

e 0.340 0.873
m⇤

hh (�-X/�-L) 2.164/3.822 3.622/11.955
m⇤

lh (�-X/�-L) 0.387/0.335 1.346/0.887
↵e 1.624 4.009
↵hh (�-X/�-L) 4.101/5.450 8.165/14.834
↵lh (�-X/�-L) 1.734/1.610 4.977/4.040

The self energy ⌃1+i⌃2 for the CBM of MgO, in a 2eV window around the bare electronic
energy ✏0, is in Fig. 13. Fröhlich-type real and imaginary peaks, both negative, occur at
!LO = 0.0844eV , just as in Fig. 10. Despite a very fine 963 q-point grid sampling, numerical
noise is still visible for the small 0.01 eV broadening of the denominators (see Appendix
I). The Debye-Waller contribution, and the Fan contributions from bands other than lowest
conduction, shift ⌃1 downwards in Fig. 13 compared to Fig. 10, and give it a slight linear
slope in the vicinity of the conduction band minimum. Fig. 14 shows the same data as Fig.
13 in a wider energy window, also with the electronic density of states (DOS). Additional
structures are present, in the valence band region (below -4 eV), with the same van Hove
singularities as the electronic DOS. Small structures in the conduction band region are seen
as well.
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Figure 13: The MgO conduction band minimum retarded self energy with � = 0.01 eV and a
963 q-grid. Full black line: imaginary part; dotted red line: real part. The reference energy "0

is the unrenormalized conduction band energy minimum. This figure is surprisingly similar
to Fig. 6,considering that it includes all phonons and interband e↵ects rather than just the
analytic Fröhlich result.

Similarly, ⌃1 and ⌃2 for the VBM of MgO are shown in Fig. 15. With the same sampling
and broadening as the CBM, the noise can hardly be seen. The curvature of the hole band
is less pronounced for the VBM than for the CBM, making the numerical work less di�cult.
Close to ! � ✏0 = 0, the structure of the self energy is close to the Fröhlich self energy,
with the appropriate sign change for a hole polaron. Additional valence band characteristic
features are seen, clearly related to the electronic DOS. By contrast, the imaginary part of
the self energy in the conduction region is very small, and the real part is nearly structureless.

Unlike the electronic dispersion, the role of the phonon dispersion is apparently minor.
For the phonon frequencies to have an impact on the self energy, the di↵erence between
! ⇡ ✏kn and the electronic eigenenergies ✏k+qn0 must be comparable to phonon frequencies
(see Eqs.(3.42) and (3.43)). This happens only in a small Brillouin zone region around �, in
which the phonon branches are practically constant.

The characteristics of the self energy, evaluated at the bare eigenenergy "kn, are re-
ported in Table 3, including the decomposition into Debye-Waller and Fan (and unoccu-
pied/occupied) components. Also, the frequency derivative of the self energy and compo-
nents are given. A 48 ⇥ 48 ⇥ 48 q-wavevector grid has been used by default for this table,
except for the real part of the self energies and their decomposition, which is also given using
the more converged 96⇥ 96⇥ 96 q-wavevector grid.

The convergence of the Allen-Heine-Cardona zero-point renormalization (ZPR) with re-
spect to the wavevector sampling has been thoroughly analyzed in Sec. IV.B.2 of Ref. [20].
In particular, for IR-active materials treated in the non-adiabatic approximation, at the band
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Figure 14: Retarded self energy for the bottom of the conduction band of MgO in a wider
range of energy than in Fig. 13: imaginary part in black, real part in dashed red. The
electronic DOS is also shown (dotted blue), for comparison.
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Figure 15: Retarded self energy for the top of the valence band of MgO: imaginary part
in black, real part in dashed red. The electronic DOS is also shown (dotted blue), for
comparison. The VBM eigenenergy is the reference energy "0, which explains the horizontal
shift of the DOS with respect to Fig. 14.
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Table 3: MgO and LiF first-principles self energy (eV) and frequency derivative (dimension-
less) at ! = "kn, and their components, for the conduction band minimum and valence band
maximum. The Debye-Waller self energy is static (frequency-independent) and real. The
quasiparticle weights, from linearized DM and retarded cumulant approaches are also given,
as well as their occupied and unoccupied bands factors. For the real part of the self energy,
results are reported with two di↵erent phonon wavevector grids (963 and 483), while for the
imaginary part, the derivatives and the quasiparticle weights, only the results obtained with
the 483 grid are reported. Both ⌃2 and @⌃2/@! vanish; their non-zero values arise from
artificial broadening by � = 0.12!LO. See Appendix II for explicit expressions of ⌃Fan

oc
and

⌃Fan

un
.

MgO MgO LiF LiF
CBM VBM CBM VBM

963 grid
⌃1 -0.191 0.302 -0.370 0.723
⌃DW

1
-0.056 4.271 0.078 6.785

⌃Fan

1,un -0.371 -4.336 -0.524 -6.911
⌃Fan

1,oc 0.235 0.367 0.077 0.850

483 grid
⌃1 -0.175 0.285 -0.342 0.695
⌃DW

1
-0.054 4.263 0.078 6.772

⌃Fan

1,un -0.354 -4.327 -0.497 -6.898
⌃Fan

1,oc 0.233 0.349 0.077 0.821
⌃2 -0.005 0.016 -0.014 0.053
⌃Fan

2,un -0.005 0.000 -0.014 0.000
⌃Fan

2,oc -0.000 0.016 0.000 0.053
@⌃1/@! -0.455 -1.594 -1.353 -4.780
@⌃Fan

1,un/@! -0.446 -0.007 -1.345 -0.012
@⌃Fan

1,oc/@! -0.009 -1.587 -0.008 -4.768
@⌃2/@! -0.058 -0.252 -0.206 -1.248
@⌃Fan

2,un/@! -0.058 0.000 -0.206 0.000
@⌃Fan

2,oc/@! 0.000 -0.252 0.000 -1.248
ZDlin

kn 0.687 0.386 0.425 0.173
Zkn 0.634 0.204 0.258 0.008
Zun

kn 0.640 0.993 0.260 0.988
Zoc

kn 0.991 0.205 0.992 0.008
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structure extrema, a 1/Nq behavior is obtained, where Nq is the linear density of q-points of
the three-dimensional sampling. As shown in Appendix I, Table III, such a trend matches
well numerical results. Thus, the 483 and 963 grids ⌃1 results can be extrapolated to infinity,
giving for the CBM and the VBM MgO, respectively, a ZPR (or polaron binding energy) of
�207meV and 319meV, and for the CBM and VBM of LiF, respectively, a ZPR of �398meV
and 751meV. The total band gap ZPR for MgO is 526meV while for LiF it is 1149meV.

The Fröhlich estimated CBM shifts (-↵e!LO), i.e. �137meV for MgO and �332meV
for LiF, are in qualitative agreement with first-principles results, but underestimate their
absolute value by about 50-70meV. The first-principles ZPR of the CBM in these materials
is thus largely dominated by the Fröhlich part. The analysis of the VBM shift is more complex
due to the band warping, and will not be given here. Still, the range of ↵ for holes mentioned
in Table I and the zero-point renormalization for the VBM in Table II are quite consistent.
A similar dominance of the Fröhlich part of the electron-phonon interaction in other IR-
active materials with large LO-TO splitting is expected, and would be consistent with the
widespread use of the Fröhlich Hamiltonian for the interpretation of many experimental
results.

Our self energy values compare favorably with those of Table I, column ⌃dyn("0) of
Antonius et al. [138]. Remember however, that in the latter study, the broadening factor �
was much larger and the sampling of phonon wavevectors much coarser than in the present
study, see Appendix I. Actually, the quantities reported in the column ⌃stat("0) of Table
I of Ref. [138] should diverge for vanishing broadening factor and perfect Brillouin Zone
sampling, for the IR-active materials BN, MgO and LiF, as shown in Ref. [20]. The similarity
of ⌃stat("0) and ⌃dyn("0) is thus an artifact, simply due to the similarity of the chosen
broadening factor value (� = 0.1 eV) with the LO phonon frequency in these materials (see
e.g. Table 2).

The decomposition of ⌃1 into its Debye-Waller and Fan components highlights the dra-
matic cancellation between the Debye-Waller component and the unoccupied bands Fan
components, for the VBM of the two materials. As a consequence, the occupied band Fan
component has the same magnitude as the total zero-point renormalization value. By con-
trast, the CBM zero-point renormalization comes from contributions with di↵erent signs,
without noticeable cancellation. Thus it is surprising that the total shift is given quite
accurately by the Fröhlich part. The sum rule for acoustic modes, presented in Ref. [3],
contributes to the final dominance of the Fröhlich estimation.

In Table 3, we also report the quasi-particle weights, from linearized DM and retarded
cumulant approaches, that are directly obtained from the derivative of the real part of the
self energy with respect to the frequency at the bare electronic energy, see Eqs. (3.14) and
(3.26). The weights can be decomposed in their hole and electron factors, as discussed in
Appendix II.

ZDM0

kn and Zkn spectral weights di↵er the most in the VBM case; for LiF, the ratio
exceeds one order of magnitude. It is slightly less than two for the MgO VBM. Taking
into account the results from large polaron studies of the Fröhlich Hamiltonian (clearly
favoring the Rayleigh or cumulant shifts, Eq.(3.7) and (3.25)), the values from Table I of
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Ref. [138], column ⌃dyn("0) have also to be preferred over the values in columns Z⌃dyn("0) or
⌃dyn("). Similarly the values published in Ref. [20], Table VII, column “ZPR Non-adiabatic”
correspond to the preferred expressions Eq.(3.7) and (3.25).

For completeness, Table 3 also gives the imaginary parts of the self energy and their
derivatives, which are, respectively, linked physically to the broadening of the quasiparticle
peak and its asymmetry. Note that these values are actually artificial e↵ects of numerical
broadening. Our computations only include band extrema at zero temperature, for which
the imaginary part of Eqs. 3.42 and 3.43 vanish exactly if there is no artificial broadening.
Nonzero values of =m⌃ at the QP energy thus indicate the magnitude of the broadening
parameter.

3.8 First-principles spectral functions

Figs. 16 to 19 present DM and retarded cumulant spectral functions, for the CBM and VBM
of MgO and LiF, and also show the Fröhlich spectral function obtained with estimated ↵
(Table II) for the CBM case. The LiF VBM spectral function ADM from GDM was previously
given in Fig. 1 of Ref. [138], but our numerical treatment of GDM is significantly improved.
The Brillouin zone has been sampled by a 96 ⇥ 96 ⇥ 96 grid for the CBM of MgO, and a
48 ⇥ 48 ⇥ 48 grid for the other cases. In all cases, a 0.01 eV ⇡ 0.12!LO broadening of the
self energy has been used.

We only use the retarded cumulant approach due to the discussion in the previous section.
It also appears to be the preferred method to obtain the quasiparticle spectral functions for
insulators as well as metals.

For the MgO CBM, with Fröhlich ↵ = 1.62, Fig.16, the position of the quasi-particle
peak in the first-principles DM case is lower than from the first-principles cumulant case.
Also, the Fröhlich peak position is closer to the first-principles DM position than with the
first-principles cumulant one. This agreement between the DM position and the Fröhlich
peak position is accidental: the Fröhlich constant is too small to reproduce the band gap
shift from first-principles (cf. the above mentioned 50� 70 meV underestimation), while the
DM shift is also too small, but this is due to the incorrect underestimation highlighted in
Fig. 1. The position of the satellite follows the same pattern as observed for the Fröhlich
Hamiltonian: the DM satellite is separated from the quasiparticle peak by much more than
the LO phonon frequency, while the distance between the satellite and the quasiparticle
peak in the cumulant case is close to the LO phonon frequency value. Hence, we conclude
that for the CBM of MgO, the spectral function shape is dominated by the LO phonon.
First-principles and Fröhlich Hamiltonian approaches yield very similar shapes, although
the Fröhlich approach underestimates the QP energy shift. This is an important result of
the present work. The same conclusion will be obtained for the other band extrema, for both
MgO and LiF.

In the LiF CBM case, with Fröhlich ↵ = 4.01 (Fig.17), the position of the quasi-particle
peak in the DM case is much higher than in the cumulant case. The Fröhlich-only cumulant
peak position is close to the full-band cumulant one. Because the value of ↵ is larger than
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Figure 16: Cumulant (black) and Dyson-Migdal (dashed red) spectral functions for the
conduction band minimum of MgO. The Fröhlich spectral function (dotted blue) with ↵ =
1.62 is also shown for comparison.

for MgO, LiF has a larger second satellite before the smoothing of the spectral function. The
same observations as for the MgO CBM, concerning the shape and position of the peaks,
can also be made.

Despite the MgO valence band being three-fold degenerate at �, the MgO VBM case,
Fig.18, is actually very similar to the LiF CBM case, with positive energy shifts seen instead
of negative energy shifts.

Finally, in the case of LiF VBM, with the Fröhlich ↵ being at most 14.8 for the heavy
hole e↵ective mass, Fig.19, the cumulant spectral function has become a broad peak (similar
to Fig. 12) without any quasiparticle peak or satellite structure, unlike in the DM case.
The lack of structure in the cumulant spectral function results from the large value of the
Fröhlich ↵, directly linked to the large hole e↵ective mass, i.e. the rather flat LiF valence
bands [159].

3.9 Summary and perspectives

In this work, we compute from first principles the electron-phonon self energy for the elec-
tronic states at the band extrema of MgO and LiF, at zero temperature, from which we
obtain the spectral function using both Dyson-Migdal and the cumulant methodologies. We
also analyze the self energy and spectral function of the Fröhlich Hamiltonian using the same
methodologies.

For the imaginary part of the self energy, the characteristic inverse square root behavior of
the Fan self energy found in the Fröhlich Hamiltonian, starting at the LO phonon frequency
threshold, is also clearly present in MgO and LiF. However, additional structures, mirroring
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Figure 17: Cumulant (black) and Dyson-Migdal (dashed red) spectral functions for the
conduction band minimum of LiF. The Fröhlich spectral function (dotted blue) with ↵ = 4.01
is also shown for comparison.
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Figure 18: Cumulant (black) and Dyson-Migdal (dashed red) spectral functions for the
valence band maximum of MgO.
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Figure 19: Cumulant (black) and Dyson-Migdal (dashed red) spectral functions for the
valence band maximum of LiF.

the electronic DOS, are also present. They originate from occupied as well as unoccupied
bands, for both electron and hole self energies. By contrast, the role of the phonon dispersion
is minor.

The real part of the Fröhlich Hamiltonian self energy has also an inverse square root
behavior, on the other side of the LO phonon frequency threshold, compared to the imaginary
part. This feature is also present in first-principles calculations. The Debye-Waller self
energy, that complements the Fan self energy, gives a global shift, impacting the zero-point
renormalization of eigenenergies.

To correctly obtain the inverse square root behavior in first-principles self energies, the
numerical integration over the phonon wavevectors has to be done carefully, and its conver-
gence monitored. Numerical broadening of the denominator present in the Fan self energy
helps to reach convergence, but a↵ects the accuracy of the prediction. Although schemes to
overcome such convergence problems start to appear [12,15], we have simply performed the
summation over a very fine grid, for a small broadening.

Our first-principles eigenenergy shifts range from 207 meV for the CBM of MgO to 751
meV for the VBM of LiF. Simple Fröhlich Hamiltonian estimates are too low although they
account for a large fraction of such shift. There is cancellation between the Debye-Waller self
energy (not taken into account in the Fröhlich Hamiltonian) and the Fan self energy. This
cancellation is especially strong between the unoccupied part of the Fan self energy and the
Debye-Waller self energy, in the case of the VBM for both MgO and LiF.

We analyze spectral functions from both cumulant and Dyson-Migdal approaches, using
both the Fröhlich Hamiltonian and full DFT. Since the quasiparticle peak and the satellite
location are both badly predicted from Dyson-Migdal theory even at low Fröhlich coupling
constants, it is safe to argue that the shape of spectral function from the Dyson-Migdal
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approach can never be trusted for IR-active materials.
Our conclusions should apply to a large class of IR-active materials. In particular, the

polar LO phonon contribution will give the biggest part of the zero-point renormalization
and the spectral lineshape. It would be worth to examine more materials, and find a rule for
when the Fröhlich Hamiltonian might give a reasonably accurate estimate of the electron-
phonon quasiparticle shift. For the conduction band minimum, Fröhlich alone accounts for
4/5 of the CBM shift for LiF, but only 2/3 of the CBM shift for MgO. By contrast, the
case of diamond is a remarkable example of a large QP shift without polar phonons. Its
band edge zero-point renormalization (�330 meV for the indirect gap, and �416 meV for
the direct gap) [70, 71] has a magnitude similar to those of the IR-active materials studied
here.

Finally, angle-resolved photoemission (ARPES), although di�cult in insulators, could
provide a nice test of some of the predicted spectral functions in this Chapter. In particular,
consider the MgO VBM shown in Fig. 18. We predict a quasiparticle carrying 20% of the
spectral weight, and clear phonon satellites. These may be accessible to experiment. By
contrast, consider the VBM of LiF, shown in Fig. 19. The prediction is a completely blurred
quasiparticle (Z = 0.008), with a broad peak rather than distinct satellites. However, this
prediction is outside the trust range of our approach. The ↵ values for LiF are in the
range 4 to 15, as opposed to 1.6 to 5.5 for MgO. Experiment [160] shows that a hole at
the top of the valence band of LiF self-traps in a local distortion similar to an F�

2
ion.

This trapped polaron is known as a VK center [161–163]. The present simple Hamiltonian
(e.g. without anharmonicities) is insu�cient to yield such a bound state. The perturbative
spectral function correctly tells us that there is negligible weight in the quasiparticle peak.
However, for holes at the top of the valence band in materials like LiF and NaCl, perturbation
theory is not enough.

3.10 Appendix I. First-principles calculations: technical details

All first-principles calculations are done using ABINITv8.4.1 (main executable abinit as well
as postprocessor ElectronPhononCoupling). The computations use density functional theory
(DFT, ground state and electronic structure) and density functional perturbation theory
(DFPT, phonons and electron-phonon coupling), as described in Refs. [88, 89], with the
PBE generalized gradient approximation (PBE-GGA) [164,165] for MgO, and local density
approximation (LDA) for LiF. See Ref. [55] for more information about the basic theories.
The e↵ective masses have been computed directly using the scheme from Ref. [166]. The
Allen-Heine-Cardona formalism is used for the computation of the Fan and Debye-Waller
self energies [3, 4, 137, 138]. The summation over unoccupied bands is handled e�ciently
thanks to a reformulation in terms of a Sternheimer equation [58]. However, in order to
treat correctly the dynamical self energy, the contribution from a number of “active” bands
is computed explicitly by a sum over states, as described in Ref. [20], see Eq.(15).

Atomic masses from natural isotopic ratios have been used throughout, namely (in atomic
mass units), MMg = 24.305, MO = 15.9994, MLi = 6.941 and MF = 18.9984032.
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Figure 20: Spectral function (Dyson-Migdal) of the MgO CBM self energy with a 203 q-grid,
and decreasing � = 0.1, 0.05, 0.02 eV. The separation between the quasiparticle peak and
the satellite is still not complete with the smallest � value.

Norm-Conserving Pseudopotentials for MgO were taken from the ABINIT web site, gen-
erated using ONCVPSP [167], while for LiF Troullier-Martins pseudopotentials have been
used. For both MgO and LiF, we used a 83 Monkhorst-Pack grid sampling of the Brillouin
Zone for the electronic wavefunctions, and a 50 Ha kinetic energy plane-wave cut-o↵. The
summation over unoccupied bands for the dynamical self energy is made over 6 conduction
bands for MgO, and 3 conduction bands for LiF, corresponding to a range of more than 10 eV
above the CBM. The di↵erence between the dynamical denominator (including the phonon
frequency) and the static denominator (with only the electronic eigenenergy di↵erences) is
smaller than 1% above these bands, hence the summation over states can be safely replaced
by the Sternheimer equation beyond them. Note that the replacement of an explicit sum
over states, that includes a physical infinitesimal imaginary ⌘, by a static contribution from
the Sternheimer equation [20], destroys the Kramers-Kronig relations Eqs. 3.23 and 3.24.
Of course, this has no influence on the real and imaginary parts directly computed in the
low-energy region of the conduction bands or in the valence bands.

The phonon wavevector sampling that is needed to get converged self energies and spectral
functions is a delicate issue, already mentioned in Ref. [138]. The most di�cult case is the
CBM of MgO, since this band disperses quite strongly, as can be deduced from its low e↵ective
mass. In order to get the imaginary part of the self energy, the wavevector sampling ought
to sample electronic eigenenergies such that their di↵erences are not larger than the LO
phonon frequency. This is hard to achieve when the e↵ective mass is small. As described in
Ref. [20], see in particular Eq. (16), a broadening factor � is used to smooth the computed
functions. Too large a � value prevents distinguishing characteristic features of the self energy
or spectral function, which may typically appear at scales of the LO phonon frequency.
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Table 4: MgO self energy (eV) and frequency derivative (adimensional) at ! = "kn, for the
conduction band minimum, for di↵erent wavevector samplings and broadening factors � .

Wavevector grid �(eV) ⌃ @⌃/@!
203 0.01 -0.1391 - i 0.0008 -0.1603 - i 0.0089
203 0.02 -0.1390 - i 0.0032 -0.1589 - i 0.0177
203 0.05 -0.1381 - i 0.0078 -0.1498 - i 0.0421
203 0.10 -0.1352 - i 0.0147 -0.1232 - i 0.0712
203 0.01 -0.1391 - i 0.0016 -0.1604 - i 0.0089
323 0.01 -0.1602 - i 0.0031 -0.3086 - i 0.0294
483 0.01 -0.1746 - i 0.0050 -0.4975 - i 0.0619
963 0.01 -0.1912 - i 0.0062 -0.6264 - i 0.0968

Fig. 20 presents the DM spectral function of the CBM of MgO with a 203 sampling,
and � values 0.1, 0.05 eV and 0.02 eV. Larger � smoothes the function, but also modifies its
shape: the clear and physical separation between the quasiparticle peak and the satellite is
washed out.

The values of the self energy at the CBM are also strongly a↵ected, as can be seen in
Table 4. From the numbers in this table, one can appreciate the convergence of the real part
of the self energy as the inverse of Nq, mentioned in Sec. VII, mathematically derived in
Ref. [20]. This convergence study also highlights why the ZPR of the MgO CBM obtained
in the present work, namely -207meV, is quite di↵erent from the same quantity presented in
Table I of Ref. [138], ⌃dyn(✏0)=-143meV, although the same software and pseudopotentials
have been used.

A 0.01 eV broadening appears maximum for a meaningful investigation of the di↵erent
spectral functions and self energies. The self energy is even noisier than the spectral function
(see Fig. 21). Going from a 203 sampling, that delivers the meaningless Fig. 22, to our best
963 grid, Fig. 13, requires increasing by two orders of magnitude the computational e↵ort,
introducing possible computer memory problems, and still leaves some noise.

The convergence parameters also impact the cumulant spectral functions, although they
are more easily converged than the self energy or the DM spectral function. The cumulant
spectral functions corresponding to the VBM of MgO with � = 0.01 eV and 203, 323, 483,
and 643 grids are presented in Fig. 23.

3.11 Appendix II. Di↵erent flavors of cumulants

The calculations presented in this Chapter have been performed using the retarded cumulant.
Another approach that has been used in the literature is the time-ordered (t-O) cumulant. At
temperature T = 0, the t-O Green’s function yields also a simple expression (cf. Eq. (3.1)),

A(k,!) = |=mGt�O(k,!)|/⇡, (3.39)
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Figure 21: The imaginary part of the MgO CBM self energy with a 203 q-grid and decreasing
� = 0.1, 0.05, 0.02 eV.
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Figure 22: The MgO CBM self energy with � = 0.01 eV and a 203 q-grid. Full black line:
imaginary part; dotted red line: real part.
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since the T = 0 t-O function has the same imaginary part as GR(k,!), except for a sign
change at ! = µ. In diagrammatic perturbation theory the t-O Green’s function is normally
computed at T = 0. However there are two main advantages to the retarded representa-
tion: (i) The retarded Green’s function enters more naturally at T > 0, through analytic
continuation of Matsubara Green’s functions to the real frequency axis [98]. (ii) Previous
t-O versions [168] typically make an additional approximation, by considering only one of
the terms of the t-O Green’s function:

Gt�O(k, t) = �ihck(t)c+k (0)i✓(t) + ihc+k (0)ck(t)i✓(�t)
= G>(k, t)✓(t) +G<(k, t)✓(�t) (3.40)

where G< is the lesser Green’s function and G> the greater Green’s function. For the
hole, only the G< term is kept and a cumulant expansion G(t) = G0(t)eC(t) is written
for t < 0. An analogous expansion can be written for t > 0. These expansions are more
accurately described as lesser (hole) or greater (electron) cumulant expansions. This explains
discrepancies in the literature between retarded and so called time-ordered representations,
despite Eqs.(3.1) and (3.39) indicating the spectral functions should be the same (and second
order approximations to the self-energy should yield very similar results). The retarded
version, having only one ✓ prefactor, treats greater and lesser contributions on the same
footing and naturally leads to a cumulant Green’s function with satellites on both sides of
the chemical potential.

As a result of (ii), the spectral function of the t-O cumulant is also not necessarily
normalized to 1 (for more details, see Ref. [168]). However, the discrepancies disappear in
core level spectra, where the cumulant approach, in its time-ordered version, is justified.
Here, we will also see that for large gaps, the retarded cumulant and other versions yield
only minor di↵erences.

We first notice that there are separate contributions to the Fan self energy from the
intermediate states |k+ qn0i in the conduction bands (labeled ‘un’ for unoccupied) and in
the valence band (labeled ‘oc’ for occupied) [169]. No matter whether the initial state |kni
is from the valence or the conduction band, both contributions occur in Eq.(3.6),

⌃Fan(kn,!) = ⌃Fan

un
(kn,!) + ⌃Fan

oc
(kn,!). (3.41)

Explicit equations are

⌃Fan

un
(kn,!) =

1

Nq

BZX

qs

unoccX

n0

|hkn|H(1)

j |k+ qn0i|2

! � "k+qn0 � !qs + i⌘
,

(3.42)

for the intermediate unoccupied state contribution to the self energy, and

⌃Fan

oc
(kn,!) =

1

Nq

BZX

qs

occX

n0

|hkn|H(1)

s |k+ qn0i|2

! � "k+qn0 + !qs + i⌘
,

(3.43)
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for the intermediate occupied state contribution to the retarded self energy.
Thanks to Eqs.(3.23-3.24), the retarded cumulant of Eq.(3.21) can be rewritten as

C(kn, t) =

Z 1

�1
�(kn,!)e�i!t<e 1

(! + i�)2
d!

� it<e⌃Fan(kn, "kn) +
@<e⌃Fan(kn,!)

@!
|!="kn .

(3.44)

In the t-O cumulant approach of Ref. [104], Eqs.(3.44) and (3.22) change as follows for the
electrons:

Ct�O
e (kn, t) =

Z 1

µ�"kn

�t�O
e (kn,!)e�i!t<e 1

(! + i�)2
d!

� it⌃Fan(kn, "kn) +
@⌃Fan(kn,!)

@!
|!="kn ,

(3.45)

�t�O
e (kn,!) =

1

⇡
|=m⌃Fan

un
(kn,! + "kn)|. (3.46)

Note the reduced range of the integral, as well as the selection of part of the self energy in
the � factor. By contrast, the contributions that are either constant in time or linear in time
are computed from the whole self energy. Unlike the retarded cumulant, this version of the
t-O cumulant does not vanish at t = 0, nor does its time-derivative, which means that the
spectral function is not normalized to 1, and its first moment is changed by the dynamical
contribution. Corresponding expressions for the holes are also presented in Ref. [168]:

Ct�O
h (kn, t) =

Z µ�"kn

�1
�t�O
h (kn,!)e�i!t<e 1

(! + i�)2
d!

� it⌃Fan(kn, "kn) +
@⌃Fan(kn,!)

@!
|!="kn ,

(3.47)

�t�O
h (kn,!) =

1

⇡
|=m⌃Fan

oc
(kn,! + "kn)|. (3.48)

Our computations for MgO and LiF have such large band gaps that the di↵ering limits of
integration in Eqs. 3.44, 3.45, and 3.47 have negligible consequences. Similarly, the function
�(k, n = c) is almost identical to �t�O

e and �(k, n = v) is almost identical to �t�O
h , in the

relevant range of !-integration where the denominator !2 is small. Also, the imaginary part
of the self energy and its derivative, evaluated at the unrenormalized energy, are usually
small (numerically this might not be the case due to the use of a broadening factor, see
for example Fig. 4). This completes the comparison between Eq.(3.44), and Eq.(3.45) and
Eq.(3.47).

Di↵erent approximations give rise to other representations, described in Ref. [168], where
the full Fan self energy and its derivative are replaced in the last two terms of Eqs.(3.45)
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and (3.47), by their unoccupied and occupied counterparts, respectively, as in Ref. [113] (see
Eq.36), where the normalization of the spectral function is again one. While the retarded

cumulant weights (or the t-O versions introduced here) can be decomposed in their hole and
electron factors, following Eqs.(3.41) and (3.26):

ZR
kn = Zun

knZ
oc

kn, (3.49)

only one of these factors is included in the t-O cumulant weights of Refs. [104], [105], [113],
and [168] (Eq. (3.64)). However, as can be judged by the closeness to unity of Ze

kn in the
VBM case and Zh

kn in the CBM case (see Table II) , in MgO and LiF, the normalization
defect is very small. The smallest of these weights is at least 0.988. This lack of impact
of the unoccupied states on the VBM self energy, and of the occupied states on the CBM
self energy can be traced back to the large ratio between the electronic gap and the largest
phonon frequency. This might not be true for small-gap semiconductors. Therefore, t-O
approximations present in the literature seem safe for wide gap semiconductors, but the
retarded approach is in general preferable.
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Chapter 4

Temperature dependence of the (222) X-ray

forbidden reflection in silicon

Crystals with an fcc lattice like silicon have Bragg scattering at K = 2⇡(h, k, l)/a for integers
hkl all even or all odd. The two-atom basis of the diamond structure causes destructive
interference whenever h + k + l is an odd multiple of 2; for example, the (222) reflection is
nominally forbidden. However, there is not total interference because of tetrahedral rather
than spherical scattering symmetry. Such asymmetry arises from anharmonic vibrations
and from bonding. Therefore, the weakly allowed (222) X-ray reflection in silicon is useful
for studying bond charge. Temperature variation of the (222) X-ray intensity has been
measured [170] and studied [5, 170] beyond that expected from anharmonicity. Previous
theories have been somewhat ad hoc, not dealing fully with electron-phonon induced valence
charge density thermal shifts. Namely, the valence charge was assumed to vibrate rigidly
around the mid-point of the ions, and Debye-Waller (DW) factors were used. Here we obtain
a full second-order perturbation theory expression for the change of the charge density with
temperature, and use it to study the forbidden reflection in silicon. An acoustic sum rule
is used to express the DW-type term in terms of Fan-type terms to simplify numerical
calculations. An Appendix also includes a single-particle derivation, which coincides with
the many-body approach. In future work, we will apply it to study the contribution of the
electron-phonon interaction to pyroelectricity.

4.1 Introduction

As is well-known, in X-ray di↵raction there is a peak of intensity when the di↵erence between
the incident and reflected wavevector is a reciprocal lattice vector of the Bravais lattice of
the crystal. Buf if there is more than one atom per unit cell, destructive interference can
drastically reduce the intensity of the peak. When considering spherical symmetry for the
charge distribution of each atom, the intensity of the (222) peak in silicon becomes 0. It is
said to be “forbidden” (see [171], p. 106 in Chapter 6). However, there is a small intensity,
two orders of magnitude smaller than in a normal Bragg peak [172], due to tetrahedral
scattering symmetry. Figure 24 shows the temperature dependence of the X-ray di↵raction
intensity of the (222) peak [170].
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Figure 24: Experimental temperature dependence of the (222) intensity peak, normalized at
room temperature. Extracted from [170].

The tetrahedral symmetry has two contributions: the distribution of the bond charge,
and the anharmonicity of the movement of the ions (the core charge moves rigidly with
the nuclei). The anharmonicity of the valence charge is of higher order. In Fig. 25 we
can see in black the structure factor (square root of the intensity) of the experimental data
shown in Fig. 24, normalized to 1 at 296K. The structure factor associated to anharmonicity
is given by the green data points, and corresponds to a neutron di↵raction experiment. Its
absolute value increases with temperature, as opposed to the bond contribution. Although it
is considerably smaller than the bond contribution (of the order of 5% at 1100K, and smaller
at lower temperatures), it does contribute significantly to the change of the structure factor
with temperature (close to a half of the bond charge contribution from about 300 to 1100K).
All the data of the figure was obtained from [170].

Here we focus on calculating the temperature dependence of the bond contribution to
the (222) forbidden reflection. In non-forbidden peaks, the use of DW factors is justified in
that the main contribution to the Bragg peaks comes from the core electrons, which move
rigidly with the nuclei. We do not expect the valence charge to move rigidly, but this is what
previous studies have assumed.

The temperature dependence of the (222) forbidden reflection in silicon was investigated
[5,170,172–174] before the theory of temperature e↵ects in crystals became well established.
These studies considered the valence charge centered mid-way between nearest neighbors, and
assumed it moved rigidly under di↵erent models (dominated by acoustic or optical modes)
that gave di↵erent DW factors (equal or smaller than the ionic DW factor). However,
the agreement with experiment was not satisfactory, and it was recognized that charge
distribution might be changing as well, as opposed to just moving rigidly. Phillips [175]
suggested that the amount of bonding charge decreases, and to this e↵ect, Ref. [5] included
a DW factor in the potential, trying to improve the previous models. In this way the authors
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Figure 25: Temperature dependence of the (222) X-ray structure factor (square root of the
intensity of Fig. 24), normalized to 1 at 296K. The structure factor due to anharmonicity,
obtained from neutron di↵raction, is given by the green curve. Subtracting it from the X-ray
data, results in the blue curve, the contribution from the bond.

obtained a temperature dependent charge distribution, and then Fourier transformed it to
obtain the scattering factor (see the following paragraphs). By considering an additional DW
factor to take into account bond motion, a good agreement with experiment was obtained.
However, this is not justified. The objective of this Chapter is to address the problem with
a correct perturbative expression for the charge density.

First, we define the structure or scattering factor, an amplitude that considers the phase
di↵erences of X-rays scattered o↵ di↵erent points of the charge distribution ⇢(r) [176]:

SK =

Z
⇢(r)eiK.r. (4.1)

The explicit dependence of the charge density on the ionic positions is omitted. The treat-
ment is in principle general, but we will be focusing on the valence charge. The intensity
is proportional to the square of the absolute value of the scattering factor. Experimentally,
the measurement takes place over a finite exposure time with a macroscopic sample, so the
intensity is time (and therefore thermally) averaged:

I /
Z

drdr0h⇢(r)⇢(r0)ieiK(r�r0) (4.2)
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As we show in the Appendix, for coherent scattering to second order, this thermal average
factorizes, h⇢(r)⇢(r0)i = h⇢(r)ih⇢(r0)i. Thus, I / |hSKi|2, and we calculate

SK =

Z
h⇢(r)ieiK.r, (4.3)

which we denote with the same symbol as the structure factor in Eq. (4.1). In the next sec-
tion, we obtain a temperature dependent expression h⇢(r)iT , which is the main contribution
of this Chapter.

4.2 Thermal renormalization of charge density

The electronic charge density is the thermal expectation value of the charge density operator,

⇢(r, T ) = h ̂†(r) ̂(r)iT , (4.4)

hÂiT =
Tre�(H�µN)/kBT Â

Tre�(H�µN)/kBT
. (4.5)

Here  ̂†(r) is the operator that creates an electron at point r. It can be expanded in any
orthonormal complete basis set. The most natural such set is the Bloch-wave eigenstates of
a self-consistent Kohn-Sham [53,54] single particle Hamiltonian H0 =

P
"knc

†
knckn,

 ̂†(r) =
X

kn

 ⇤
kn(r)c

†
kn (4.6)

where c†kn creates an electron in the Bloch state  kn(r). Then the charge density is

⇢(r, T ) = 2
X

knn0

 ⇤
kn0(r) kn(r)hc†kn0ckniT . (4.7)

where the 2 comes from the implicit sum over spin indices in Eq. (4.6).
In a non-interacting theory, the factor hc†kn0ckni is f("kn)�n,n0 , where f("kn) = (exp(("kn�

µ)/kBT ) + 1)�1 is the Fermi-Dirac occupation of the state kn with single particle energy
"kn. More generally it is a limit of a thermal Green’s function [27],

hc†kn0ckni = �iLimt!0G<(knn
0, t). (4.8)

The version of the Green’s function convenient for perturbation theory is the Matsubara
version, time-ordered on the imaginary time axis,

G(knn0, ⌧) = �hT̂⌧ckn(⌧)c
†
kn0(0)iT , (4.9)

where T̂⌧ is the time-ordering operator (see Eq. (1.10)) that puts ckn to the left of c†kn0 when
⌧ > 0 and vice versa, with a sign change, otherwise. For non-interacting electrons, the result,
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after a discrete Fourier transform (using antiperiodicity along the imaginary time ⌧ axis, see
Eq. (1.12)), has the familiar form

G0(knn
0, i!n) = (i!n � "kn)�1�n,n0 . (4.10)

Here !n = (2n + 1)⇡kBT is a “Matsubara frequency” and ~ = 1. The full Green’s func-
tion G(knn0, i!n) can be represented in a diagrammatic perturbation theory, and can be
analytically continued to real frequencies !, as discussed in Sec. 1.1.1. The answer has the
form

GR(knn
0,!)�1 = (! + i⌘ � "kn)�n,n0 � ⌃(knn0,!) (4.11)

This Green’s function, when Fourier transformed back to real time t, is the retarded Green’s
function,

GR(knn
0, t) = �i✓(t)h{ckn(t), c†kn0(0)}iT . (4.12)

This Green’s function is very useful. Its self energy ⌃(knn0,!) (especially the diagonal
part n = n0), is the familiar version, and its imaginary part �1/⇡ImGR(knn,! + i⌘) is the
spectral function, experimentally accessible. In the time domain, GR is not directly related
to the function G< needed in Eq. (4.8). For the band diagonal (n0 = n) part, the connection
in the frequency domain was proved in Sec. 1.1.1 using Lehmann representations [27]:

G<(knn,!) = �2if(!)ImGR(knn,!), (4.13)

where f is again the Fermi-Dirac function. Extending this to o↵-diagonal parts raises the
problem that phases of orbitals  kn are arbitrary, but must cancel from the answer for ⇢(r).
A formula that does this correctly is

G<(knn
0,!) = �2if(!)hkn0|ImGR(! + i⌘)|kni. (4.14)

This enables the charge density to be written by Fourier transforming back to the time
domain, and taking the limit as t goes go 0,

⇢(r, T ) = �4
X

knn0

 ⇤
kn0(r) kn(r)

⇥ 1

2⇡

Z 1

�1
d!f(!)hkn0|ImGR(! + i⌘)|kniei!0+ . (4.15)

This is in principle an exact formula for the charge density of a many body system. It is
also a useful starting point for finding perturbative formulas. There is now some interest in
T -dependent density functional theory [177], originating from Mermin’s extension [178] of
Kohn-Sham theory. Possibly this formula would have some application there.
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4.3 Electron self energy from phonons

The retarded self energy ⌃(knn0,!) for electrons interacting with phonons is well-known
in lowest order. The interaction needed is the Born-Oppenheimer potential V (r, {Rli}),
expanded in displacements uli = Rli �R

0

li, to second order:

H 0
1
=
X

knm,qs

V (1,qs)
k+qm,knc

†
k+qmckn(aqs + a†�qs) (4.16)

H 0
2
=
X

knn0,qs

V (2,qs)
kn0,knc

†
kn0ckn(aqs + a†�qs)(a�qs + a†qs) (4.17)

The resulting retarded self-energy (the analytic continuation of the Matsubara ⌃(knn0, i!n)
to the real axis from above) has two parts, as mentioned earlier, ⌃Fan +⌃DW. The Fan term
involves two factors of V (1) (second order perturbation theory), while the Debye-Waller term
has only one factor of V (2) (first order perturbation theory). The DW process necessarily
involves reabsorbing at the same vertex, the same phonon (qs) that is emitted from the ver-
tex. That is why only one wave vector q and mode s is kept in Eq. (4.17), and only the zero
momentum transfer part of the V (2) interaction is shown. In fourth order perturbation the-
ory, new pieces would occur where V (2) could make transitions from (kn) to (k+q1+q2n0),
but these are not needed here since we will stop at second order. With the notation we are
using in this Chapter, the formulas are [32]

⌃Fan(knn0,!) =
X

m,qs

V (1,�qs)
kn,k+qmV

(1,qs)
k+qm,kn0

⇥
⇢

1� f("k+qm) + nqs

! + i⌘ � "k+qm � !qs
+

f("k+qm) + nqs

! + i⌘ � "k+qm + !qs

�
, (4.18)

⌃DW(knn0,!) =
X

q

V (2,q)
kn,kn0(2nqs + 1) (4.19)

where nqs = (exp(~!qs/kBT ) � 1)�1 is the Bose-Einstein thermal occupation for phonon
mode qs.

4.4 �⇢ in lowest order adiabatic approximation

To achieve the modest goal of a lowest order theory for the change �⇢ of the charge density,
consider the equation G = G0+G0⌃G from which Eq. (4.11) was derived. Instead of solving
this Dyson equation correctly for G, write it as the original expansion G = G0+G0⌃G0+ . . .
from which it was derived, and truncate after first order. When doing so, the spectral
function is not normalized to 1, and normalizing adds an extra term propotional to G0.

Then Eq. (4.15) in lowest order gives

�⇢(r, T ) = 2
X

knn0

 ⇤
kn0(r) kn(r)

⇥
�⇢Fanknn0 +�⇢DW

knn0 +�⇢Norm

knn0
⇤
, (4.20)
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�⇢Fanknn0 = � 1

⇡

Z 1

�1
d!f(!)Im


1

! + i⌘ � "kn

⇥⌃Fan(knn0,!)
1

! + i⌘ � "kn0

�
, (4.21)

and similarly for the DW function �⇢DW

knn0 ; the last term �⇢Norm

knn0 comes from the term propor-

tional toG0. Remembering the discussion of Eq. (4.14), the n 6= n0 parts of V (1,�qs)
kn,k+qmV

(1,qs)
k+qm,kn0

and V (2,qs)
kn,kn0 have random phases which should be ignored when taking the imaginary part.

The DW term has Im(G0⌃DWG0). This can be evaluated as Im(G0)⌃DWRe(G0) +
Re(G0)⌃DWIm(G0). Then use ImG0(k,!) = �⇡�(! � "k). From this it follows that

�⇢DW

knn0 =
X

q

V (2,qs)
kn,kn0

f("kn)� f("kn0)

"kn � "kn0
(2nqs + 1). (4.22)

and we see the term with f("kn0) is the complex conjugate of the term with f("kn).
The Fan contribution is more complicated because of the extra imaginary parts coming

from the denominators within the {} of Eq. (4.18). There are contributions to �⇢Fanknn0

analogous to Eq. (4.22) that involve the real part of the piece {}, and other contributions
not analogous to Eq. (4.22) that involve the imaginary part of {}. The expressions simplify if
we ignore the ±!qs in the denominators of {}. Then we get {} = (2nqs+1)/(!+i⌘�"k+qm).
The terms analogous to Eq. (4.22) are

�⇢Fan,Aknn0 =
X

qm

V (1,�qs)
kn,k+qmV

(1,qs)
k+qm,kn0

1

"kn � "kn0

⇥


f("kn)

"kn � "k+qm
� f("kn0)

"kn0 � "k+qm

�
(2nqs + 1)

. (4.23)

and again the terms are the complex conjugate of each other. The terms not analogous to
Eq. (4.22) are

�⇢Fan,Bknn0 =
X

qm

V (1,�qs)
kn,k+qmV

(1,qs)
k+qm,kn0

⇥


f("k+qm)

("kn � "k+qm)("kn0 � "k+qm)

�
(2nqs + 1).

(4.24)

Regarding the normalization of the spectral function for G = G0 + G0⌃G0, the con-
tribution from G0 (with n = n0) is �1/⇡

R
d!G0 = 1, and the contribution from G0⌃G0

is
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� 1

⇡
Im

Z 1

�1
d!

1

! + i⌘ � "kn
⌃(knn,!)

1

! + i⌘ � "kn
. (4.25)

This is very similar to (4.21), without f(!), and we proceed in the same way to take the
imaginary part. The part coming from the DW term is 0, because Re[1/("kn + i⌘ � "kn)] is
0. For the Fan term, the result is the same as Eq. (4.24), with n = n0, and no Fermi-Dirac
factor (the result in Eq. (4.23) is 0 when n = n0). Let

Akn =
X

mqs

|V (1,�qs)
kn,k+qm|2 1

("kn � "k+qm)2
(2nqs + 1). (4.26)

Then G = G0(1� A) +G0⌃G0 is normalized to 1, and

�⇢Norm

knn0 = Aknfn�nn0 . (4.27)

The omission of ±!q in energy denominators is an adiabatic approximation, indicating
that electrons are sensitive to the instantaneous static disorder of the vibrations, but not to
the time-dependence of vibrational motion. It is known [20] that this approximation fails
in the case of polar vibrations (LO modes) in insulators, where the (Fröhlich) coupling is
particularly strong at small |q|. The other case where an adiabatic approximation fails is
in metals for "kn near the Fermi energy, and the temperature lower than !qs. The sharp
Fermi edge singularity contributes an important resonance which goes away when the Fermi
edge broadens. For a non-polar semiconductor like silicon, the topic of this Chapter, the
adiabatic approximation should be fine. The full non-adiabatic theory can easily be worked
out by keeping the ±!qs when integrating Eq. (4.21) to get ⇢(r, T ).

4.5 Results

The final expression that we want to calculate is included in the Appendix, Eq. (4.37). As
in Chapters 2 and 3, the electronic energies, interatomic force constant and electron-phonon
matrix elements are calculated using ABINIT [88, 89]. This expression also requires using
the wavefunctions  nk, which are obtained in real space using the ABINIT postprocessing
tool cut3d. The sum over the phonon modes s, the atoms i and j, phonon wave vectors
q and bands is also present in Eq. (1.7). Equation (4.37) aditionally involves a sum over
the electron wave vectors k, and the sum over two additional band indices. Because of the
Fermi-Dirac factor f , one of the indices is always restricted to the occupied bands (four of
them in silicon), while the other two indices are unrestricted.

Hundreds of unoccupied bands are needed to obtain converged results when calculating
the renormalization of electronic energies [137]. The sum over bands can be avoided by using
a Sternheimer equation (see Sec. 1.5.1, Eq. (1.93)), making calculations considerably faster.
In Eq. (2.1), the numerator is always positive, and the denominator does not change sign
when n0 takes unoccupied values. In Eq. (4.37), the situation is similar for the denominators.
However, n and n0 take in general di↵erent values, so the wavefunctions and electron-phonon
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matrix elements are not squared. We expect that the sum will require less unoccupied bands
to obtain converged results because of the sign changes.

In Fig. 26, we show a cross section of the charge density. The ions are placed in (0,0,0)
and a/4(1, 1, 1), where a is the lattice constant (5.40 Å in the calculations). The plane is
along the diagonal, with z = (x+ y)/2. The charge is denser where the color is more yellow
(we only show the pseudo-valence charge, so all the charge has the same sign). Thus, the
charge is concentrated in-between nearest neighbors. The two intense circular yellow regions
are equivalent to the one in (0,0,0) and a/4(1, 1, 1), but associated to ions outside of the
plane.

Figure 26: Electronic charge density across the plane z = (x + y)/2 (that is, that includes
the origin and with normal (1,1,-2)), without EPI (lattice fixed at the equilibrium position).
Ions are in positions (0,0,0) and a/4(1, 1, 1). The x and y axis have units of Å, and range
from �1Å to a = 5.40Å, the length of the unit cell in the calculations (points (0,0,0) and
a(1, 1, 1), the upper right corner of the figure, are equivalent). For the charge we still use
atomic units (e = 1). Thus the intensity bar has units of 1/⌦0, with ⌦0 = a3/4. We calculate
the wavefunctions  kn, that determine the density ⇢ = 2

P
k,n=1,4 | kn|2, using ABINIT.

The electronic energies, IFC, wavefunctions and electron-phonon matrix elements ap-
pearing in Eq. (4.37) are well converged with an energy cuto↵ of 400 eV and a 6 ⇥ 6 ⇥ 6
k-grid. Although the energy renormalization requires dense q-grids, here a 10⇥10⇥10 q-grid
provides good results. This is probably mitigated by the fact that the sum also involves the
k-grid, helping with cancellations. The structure factor is fully converged with a 30⇥30⇥30
q-grid, and we obtained the same results with a 10⇥ 10⇥ 10 q-grid and 8⇥ 8⇥ 8 k-grid. On
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the other hand, convergence with the number of bands proves hard.
In Fig. 27 we show the ZPR of the charge density for di↵erent number of bands. The

interaction with the phonons smoothens out the charge density: the change in density places
more electronic charge in the position of the ions (where the valence charge was less intense),
and removes charge from the regions where the intensity was stronger in Fig. 26. As the
number of bands increases, the highest value of the charge density for n = 10, 20, 40, 48 and
60 is 0.005, 0.0075, 0.032, 0.0379 and 0.0403 (units of 1/⌦0), respectively. This corresponds
to the density in the position of the ions increasing with the number of bands. The most
negative values are -0.0189, -0.0244, -0.0264, -0.0252 and -0.0236, so there is not a clear
trend. The variations in the “background” are smaller and seem better converged for a
smaller number of bands.

Figure 28 shows the total relative change of the structure factor at T = 1000K, and also
the contribution from the last term in Eq. (4.37) (there are seven terms in this equation,
which we refer to as terms 1 to 7). Term 7 seems relatively well converged at about 20
bands, but the convergence of the total result is not clear. To identify if any particular term
is harder to converge, we calculate each contribution separately.

In Fig. 29, the variation is of less than 0.002. In Fig. 30, the variation is less than 0.0003.
So even at 10 bands, the result is well converged for our purposes. The largest variation
comes from both terms 2 and 5, which vary by about 0.002 and 0.004, respectively. Terms
2 and 5 have matrix elements hk+ qn|@V/@ui↵|kn0i where both bands are unrestricted. In
Fig. 32, we show an average of the absolute value (seen as a vector with index ↵) squared of
the matrix-elements. The average is over n0, k and the q in the irreducible Brillouin zone,
and we plot as a function of n. The matrix elements have an increasing trend as a function
of n. This helps to understand why Terms 2 and 5 vary more when increasing the number of
bands. Computational memory is a limitation at the moment to obtain converged results.

The temperature dependence for di↵erent number of bands can be seen in Fig. 33. As
in previous calculations, the q-grid is 10⇥ 10⇥ 10 and the k-grid is 6⇥ 6⇥ 6. There is ZPR,
since the normalization is with respect to the structure factor computed without phonon
contributions (the Fourier transform of the charge density in Fig. 26). The calculated
change is of about 2% at 1000K. Some of these curves are also included in Fig. 34, where
we compare with the experimental result, which shows a variation of the order of 10% [170].

4.6 Appendix

In the main section, we considered a many-body perspective and derived an expression for
h⇢(r)iT . Here, using Rayleigh-Schrödinger perturbation theory, we consider a single particle
picture and see it coincides with the many-body approach. In a single particle picture, the
charge density is given by

⇢(r) = 2
Ne/2X

n=1

X

k

| nk(r)|2 (4.28)

where Ne is the number of electrons. Thus (omitting from now the explicit range of n),
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(a) n = 10 (b) n = 20

(c) n = 40 (d) n = 48

(e) n = 60

Figure 27: Density plots of the change of the charge density at T = 0, summing over a
di↵erent number of bands. See caption of Fig. 26.
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Figure 28: Relative change of the structure factor at T = 1000K as a function of the total
number of bands used in the sum Eq. (4.37). Up to about 40 bands, Terms 1 to 6 cancel
each other, and most of the contribution comes from Term 7. Term 7 seems converged at
about 20 bands, but convergence of the whole sum requires more bands.
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Figure 29: Relative change of the structure factor for the sum of Terms 1 and 4 at T = 1000K.
The total variation is of less than 0.002 for the calculated bands.
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Figure 30: Relative change of the structure factor for the sum of Terms 3 and 6 at T = 1000K.
The result is well converged for only 10 bands.
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Figure 31: Relative change of the structure factor for Terms 2 and 5 at T = 1000K. More
than 60 bands are needed to obtain a converged result. The total variation of the sum of
these terms is 0.006, which is the main contribution to the lack of convergence of the total
result.
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Figure 32: Average over k, q and n0 of the absolute value (as a vector with index ↵ = 1, 2, 3)
squared of the matrix-elements hk+ qn|@V/@ui↵(q)|kn0i, as a function of n. The increasing
trend helps understand why Terms 2 and 5 have slower convergence, since they inolve matrix
elements with both band indices unoccupied.
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Figure 33: Temperature dependence of the (222) structure factor, normalized with respect
to the structure factor with no phonon contributions.
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Figure 34: Temperature dependence of the calculated (222) structure factor, normalized here
with respect to the structure factor at 300K, together with the experimental data [170] (blue
curve in Fig. 25).

�⇢(r) = 2
X

nk

[� nk(r) nk(r)
⇤ + c.c] +� nk� 

⇤
nk. (4.29)

The eigenfunctions to second order are [57]

�|nki =
X

n0k0

hn0
k
0|�V |nki

"nk � "n0k0
|n0

k
0i+

X

n0k0,n00k00
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k
0|�V |n00

k
00ihn00

k
00|�V |nki

("nk � "n0k0)("nk � "n00k00)
|n0

k
0i

�
X

n0k0

hnk|�V |nkihn0
k
0|�V |nki

("nk � "n0k0)2
|n0

k
0i � 1

2
|nki

X

n0k0

|hn0
k
0|�V |nki|2

("nk � "n0k0)2

(4.30)

where �V = �V (1)+�V (2) = @H
@uli↵

uli↵+
1

2

@2H
@uli↵@umj�

uli↵umj�. The last term, proportional to

|nki, is needed so that the wavefunction is normalized to 1 to second order, to compensate
for the square of the first term. This is automatic to first order, because the square of �|nki
is of order 2 or higher. As for the third term, after multiplying by  nk in Eq. (4.29) and
taking the thermal average, it vanishes. This is because momentum conservation and the
thermal average impose q = 0, as opposed to the other terms that have a sum over q. In
the limit where the number of cells goes to infinity, this term is zero.

To second order in the ionic displacements, ⇢⇢0 = (⇢0+�⇢)(⇢0
0
+�⇢0) = ⇢0⇢00+⇢0�⇢

0(2)+
�⇢(2)⇢0

0
+ �⇢(1)�⇢0(1). Let us see that the term �⇢(1)�⇢0(1) does not contribute, as we
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mentioned in the main text after Eq. (4.2). That is, that the thermal average factorizes.

The change of the charge density to first order is, from Eq. (4.29),
P

nk � 
(1)

nk 
⇤
nk+c.c. This

is

�⇢(1) = 2
X

nkn0q

hn0
k+ q|�V (1)|nki
"nk � "n0k+q

 n0k+q 
⇤
nk + c.c (4.31)

When doing the integral in r in Eq. (4.2), the orthonormality of the wavefunctions imposes
q+K = 0, fixing the value of q. The same occurs when doing the integal in r

0. Thus, there
is no sum over q, and it vanishes just as the third term in Eq. (4.30).

Now that we have seen that the cross terms do not contribute, we calculate the change
in the charge density to second order �⇢(2) = 2

P
nk � 

(1)

nk� 
⇤(1)
nk + [� (2)

nk 
⇤
nk + c.c]:

�⇢ = 2

0X

nkn0n00q

hnk|�V (1)|n00
k+ qihn0
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+ 2

"
X
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 nk 

⇤
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#

(4.32)

where the prime indicates that in the first line, n, n0 and n00 are not all the same. The terms
with n = n0 = n00 in line 1 get cancelled by the terms n0 = n in line 4, which are also
excluded in the sum (this means n0 > 4 in line 4 for silicon). Thus, there are no divergences
associated with the positive (square) denominator as it approaches 0. The principal value
is well defined for the other terms. Equation (4.32) assumes the thermal average has been
done. It can be written as
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(4.33)

the c.c a↵ects the whole term (including the parts outside of the brackets), ei↵(qs) are the
polarization vectors defined in Sec. 1.3, and the derivatives that involve q are defined as in
Eq. (1.8).

Let us now write an acoustic sum rule to replace the second derivative (the DW type
term), which is computationally expensive, in terms of first derivatives. If both the electronic
and ionic positions are displaced by the same amount, the charge density should not change.
This can be written as ⇢(r, {R}) = ⇢(r+ ✏✏✏, {R+ ✏✏✏}). Schematically, to first order in ✏,

⇢ =⇢+
@⇢

@r
✏+

@⇢

@u
✏

0 =
@⇢

@r
✏+

@⇢

@u
✏

(4.34)

Writing indices explicitly and applying @/@uli↵ on both sides,

0 =
@2⇢

@uli↵@r�
+
X

mj

@2⇢

@uli↵@umj�
(4.35)

This equation contains, except for the eigendisplacements, the derivative of �⇢(1) with re-
spect to r, and �⇢(2) (see Eqs. (4.31) and (4.32)). So the acoustic sum rule is:
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With the rigid ion approximation, the DW term in Eq. (4.33) can be written in terms of
first derivative terms using Eq. (4.36), obtaining
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(4.37)

The c.c. in the first 3 terms a↵ects all factors, while the c.c. and the swap of indices in the
other terms (that come from the acoustic sum rule), a↵ect everything except the eigenvectors.
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To make the computation more e�cient, we use the symmetries of the crystal in the
phonon wavevector q, as implemented in ABINIT. Equation (4.37) includes a sum over q.
We can write

h�⇢(r)i =
X

q

�⇢̃(q, r)

=
X

R

X

q✏IBZ

�⇢̃(Rq, r)

=
X

R

X

q✏IBZ

�⇢̃(q, R�1
r)

(4.38)

Combining this equation with Eq. (4.37) we obtained the results included in the main text.
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Conclusions

The electron-phonon interaction (EPI) is an active area of research that has regained pop-
ularity in the last few years. EPI calculations are quite demanding, and new techniques
are being developed to improve accuracy and reduce computational costs. In Chapter 2, we
described a simple method to calculate the energy renormalization at the bottom of the con-
duction band or top of the valence band in polar semiconductors. In these cases, the usual
adiabatic approximation gives a divergent result for the Fröhlich term (intraband transition
and longtidudinal phonon mode). The longitudinal optical phonon frequency !LO has to be
kept in the energy denominators for small phonon wavevector q. To avoid a very dense grid
that captures the 1/q behavior of the Fröhlich matrix elements, we first used the adiabatic
approximation with an i� in the denominator. This ignores the central q = 0 cell. A signifi-
cant portion of the Fröhlich contribution is contained here, but the other terms can be safely
ignored. By using an explicit analytical expression in e↵ective mass approximation, valid in
the central cell, the omitted Fröhlich contribution can be added. Outside of the central cell,
the adiabatic approximation works well for all terms. A generalization to the anisotropic
and degenerate case was described to treat the valence band. Adding both contributions,
the temperature dependence of the band gap was determined for GaN-zincblende. In this
way, a coarse grid can be used to calculate the energy renormalization of the band gap of
polar semiconductors.

In Chapter 3, we used the cumulant approach to calculate the electronic spectral function
of the polar semiconductors MgO and LiF, and of the Fröhlich model. ARPES experiments
in recent years have been able to detect a sideband separated from the QP peak by around
!LO, which agrees with cumulant spectral function results. According to diagrammatic
quantum Monte Carlo calculations for the Fröhlich model, the position of the QP peak is
also adequately given by the cumulant approach (which coincides with Rayleigh-Schrödinger
perturbation theory). On the other hand, the Dyson approach considerably overestimates the
distance from the QP peak to the satellite, and the renormalization of the QP peak is much
too low. The weight of the QP peak is also better predicted by the cumulant approach. For
the conduction bands of MgO and LiF, we compared the cumulant full ab-initio calculations
with those of the Fröhlich polaron (with the parameters obtained from the corresponding
ab-initio calculation). Despite the Fröhlich polaron corresponding to only one of the terms
of the total result, the spectral functions are quite similar. The Fröhlich ZPR �↵!LO is also
a significant portion of the total ZPR. The MgO valence spectral function was observed to
be quite similar to the conduction spectral functions, so degeneracy does not seem to change
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the qualitative behavior. The Fröhlich spectral function at high values of ↵ also helped to
understand the broad peak observed in the LiF valence band. Since we used a retarded
Green’s function in our calculations, they can be easily extended to finite temperatures. We
also showed that time-ordered versions of the cumulant give the same results for wide-gap
semiconductors like MgO and LiF.

Finally, in Chapter 4 we studied the temperature dependence of the (222) X-ray forbidden
reflection in silicon. Previous models had assumed rigidity of the movement of the valence
charge, and included only Debye-Waller factors. We used a many-body approach to obtain a
perturbative expression for the charge density, which coincides with a single particle picture
in the adiabatic approximation. Since all current numerical DFPT implementations calculate
only first order electron-phonon matrix elements, we used an acoustic sum rule to express
the DW-type contribution in terms of Fan-type contributions. We then studied convergence
of the structure factor, and obtained that the q-grid does not need to be very dense, as
opposed to calculations like the ones in Chapter 3. Convergence in the number of bands
is more challenging, but we still expect the sum to require fewer unoccupied bands that in
energy renormalization calculations.

In the future, we plan to use the perturbative expression of the charge density to study
pyroelectricity, that is, how polarization changes with temperature. We only wrote an adia-
batic expression, but it is easy to keep the phonon frequencies in the many-body approach,
giving similar but more cumbersome expressions. The non-adiabatic version is necessary in
polar materials to avoid divergences and obtain accurate results. At a given temperature, the
charge density can be obtained, and the corresponding polarization can then be calculated.
Convergence is likely more di�cult in polar semiconductors because of the non-analytic
terms. It would also be interesting to determine if there is a general rule that relates the
Fröhlich ZPR to the total ZPR. Further investigation is needed into the relation of the cu-
mulant approach to the Monte Carlo calculations, and into how the latter are modified when
considering all EPI e↵ects in a crystal. We are also interested in studying other properties
related to the Fröhlich polaron, like the ZPR in ice and isotope e↵ects. The development
of non-perturbative techniques that are also non-adiabatic would aid these calculations. As
a final remark, it is exciting to see how the field has grown since I started my research
three and a half years ago. While research continues to progress at a rapid pace, many
interesting questions related to thermal e↵ects and the Fröhlich interaction — and to the
electron-phonon interaction more broadly — remain to be investigated.
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Appendix

A.1 Cumulant calculations

In this section we are going to derive more explicitly some of the results of Chapter 3. Let
us define �qs = aqs+ a†�qs. The Hamiltonian for the electron-phonon problem is given by [1]

H = He +Hn +H(1)

e�n +H(2)

e�n

=
X

kn

"knc
†
knckn +

X

qs

!qs(a
†
qsaqs + 1/2) +

X

kq
mns

gmns(k,q)c
†
k+qmckn�qs

+
X

kqq0

mnss0

gDW

mnss0(k,q,q
0)c†k+q+q0mckn�qs�q0s0

(A.1)

The anticommutation relations for the electron and phonon creation and destruction opera-
tors are

{c†kn, ck0n0} = �kk0�nn0

[a†qs, aq0s0 ] = �qq0�ss0
(A.2)

and zero for all other combinations.

Eq. (3.9):

Consider the following way to rewrite part of Eq. (3.8):

! � "kn �<e⌃(kn,!) ⇠ ! � "kn �<e⌃(kn,EDM
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kn )

@!
EDM

kn

= (ZDM

kn )�1(! � EDM

kn ),

(A.3)

where ZDM

kn is defined in Eq. (3.11) and we used Eq. (3.10) to get the third line. Evaluating
also the imaginary part at the quasiparticle energy, leads to Eq. (3.9).

91



Eq. (3.16):

We use the spectral representation Eq. (3.15). First, we show it is normalized to 1:
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Similarly,
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For the electronic part we have, using the commutation relations Eq. (A.2),

h{[ckn, He], c
†
kn}i = h{[ckn,

X
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"k0n0{�kk0�nn0ck0n0 , c†kn}

= "kn

(A.6)

where we used [A,BC] = {A,B}C � B{A,C} to obtain the second line. The commutator
with Hn is zero, since it only has phonon creation and destruction operators. As mentioned
earlier, terms with odd powers of the lattice displacements have a zero thermal average.
Finally, the DW contribution is
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h{[ckn,
X

k0qq0

mn0ss0

gDW

mnss0(k,q,q
0)c†k0+q+q0mck0n0�qs�q0s0 ], ckn}i =

=
X

k0qq0

mn0ss0

gDW

mnss0(k,q,q
0){{ckn, c†k0+q+q0m}ck0n0 , ckn}h�qs�q0s0i

=
X

k0qq0

mn0ss0

gDW

mnss0(k,q,q
0)�k,k0+q+q0�nm{ck0n0 , ckn}h�qs�q0s0i

=
X

k0qq0

n0ss0

gDW

nnss0(k,q,q
0)�q,�q0�n0n(2nqs + 1)�ss0�q,�q0

=
X

kq
ns

gDW

nnss(k,q,�q)(2nqs + 1),

(A.7)

the usual result, as had been mentioned earlier.

Eq. (3.24):

While Eq. (3.21) is well defined because e�i!t + i!t� 1 is proportional to !2, this is not
the case when separating it into three pieces. This is why Eq. (3.24) has an additional i⌘ in
the numerator. The Kramers-Kronig relation is

⌃1(!) =
1

⇡
P

Z 1

�1
d!0⌃2(!0)

!0 � ! (A.8)

where ⌃1 is the real part and ⌃2 the imaginary part. We cannot naively take the derivative
because the principal value of 1/!02 is ill defined (although this is basically what the final
result Eq. (3.24) consists of). We first derive the Kramers-Kronig (K-K) relation, and then
proceed similarly to derive an equation with a square in the denominator. Because of the
residue theorem,

I
d!

⌃(!0)

!0 � ! + i⌘
= 0 (A.9)

when closing the contour on the upper plane. Notice that this is possible for the retarded
self-energy, because all the poles are in the lower-half plane. Using Eq. (1.9),

P

Z 1

�1
d!

⌃(!0)

!0 � ! � i⇡⌃(!) = 0 (A.10)

Taking the real and imaginary part, one gets the usual K-K relations. The imaginary part
of Eq. (A.10) at ! = 0, using the definition of �(kn,!) Eq. (3.22), gives Eq. (3.23).

Again using the residue theorem on the upper-half plane, we can write
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Z 1

�1
d!

⌃(!0)

(!0 � ! � i⌘)2
= 2⇡i⌃0(!) (A.11)

Taking the imaginary part on both sides,

Z 1

�1
d!⌃2(!)<e

1

(!0 � ! � i�)2
+ ⌃1(!

0)
2⌘(!0 � !)

((!0 � !)2 + ⌘2)2
= 2⇡⌃0

1
(!) (A.12)

As ⌘ ! 0, the function f⌘(x) = �2x⌘/(x2+⌘2)2⇡ provides a representation of the derivative
of the delta function. That is, ⌃1(!) does not contribute because of asymmetry of f⌘(x), the
first derivative gives

⌃0
1
(!)

Z 1

1
d!0 (!0 � !)2

((!0 � !)2 + ⌘2)2
= ⇡⌃1(!) (A.13)

and higher order terms also give a zero contribution. Using this in Eq. (A.12) with ! = 0,
we get Eq. (3.24).

Eq. (3.30) and (3.31):

We consider two cases:
(i) �(!LO � !) < 0: The steps are similar to those in Eq. (1.67). Here, the denominator is
! + i⌘ � ✏k+qn � !LO instead of "kn � "k+qn � !LO. The result for the real part is the same
as before, with the replacement !LO ! !LO�! in the fourth line of Eq. (1.67). We can also
take ⌘ ! 0, so there is no imaginary part.
(ii) �(!LO � !) > 0: The integral for the real part is of the form

Z 1

0

dx
1

x2 � a2
=

Z 1

0

dx
1

2a

✓
1

x� a
� 1

x+ a

◆
=

1

2a
log

����
x� a

x+ a

����

����
1

0

= 0 (A.14)

It is convenient however to use the residue theorem (which could have been used in case (i)
as well), to treat the imaginary part as well (compare with fourth line of Eq. (1.67)):

⌃(kn,!) =

Z
�|M̃ |2 ⌦0

(2⇡)3
4⇡

1

2

Z 1

�1
dq2m⇤ 1

q2 � 2m⇤(! � !LO)� i⌘

= �|M̃ |2 ⌦0

(2⇡)3
4⇡

1

2
2m⇤2⇡i

1

2
p
2m⇤(! � !LO)

(A.15)

The real part is 0 as already shown in Eq. (A.14), and the imaginary part has 1/
p
! � !LO

instead of 1/
p
!LO � !.

Eqs. (3.18-3.22), Cumulant equations:

In the cumulant expansion, the Green’s function is written as in Eq. (3.17), and to lowest
order G = G0(1+C), where G0(kn, t) = �i✓(t)e�i"knt. To lowest order, the Green’s function
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is also given schematically by G = G0 +G0⌃G0 (expression we also used in Chapter 4); it is
easier to evalute the second term in momentum space using Feynman rules and then Fourier
transform in frequency to the time domain. Equating both expansions, an expression for the
cumulant is obtained:

C(kn, t) = i✏i✏knt
Z

d!

2⇡
e�i!t[G0(kn,!)]

2⌃(kn,!) (A.16)

Using Eq. (1.9), the self-energy can be written as

⌃(kn,!) = ⌃DW(kn)�
Z

d!0

⇡

=m⌃Fan(kn,!0)

! � !0 + i⌘
(A.17)

For the DW piece, we have

i✏i"knt⌃DW(kn)

Z
d!

2⇡

e�i!t

(! � "kn + i⌘)2
= iei"knt⌃DW(kn)

�2⇡i
2⇡

(e�i!t)0|!=✏kn

= ei"knt⌃DW(kn)(�it)e�i"knt

= �it⌃DW(kn)

(A.18)

For the Fan piece,

�iei"knt
Z

d!0

⇡
⌃Fan(kn,!0)

d!

2⇡
e�i!t 1

(! � "kn + i⌘)2
1

! � !0 + i⌘
=

= �iei"knt
Z

d!0

⇡
⌃Fan(kn,!0)

2⇡i

2⇡

"
e�i!0t

(!0 � "kn + i⌘)2
+

✓
e�i!t

! � !0 + i⌘

◆0

|!="kn

#

= �iei"knt
Z

d!0

⇡
⌃Fan(kn,!0)


e�i!0t

(!0 � "kn + i⌘)2
+
�ite�i"knt

"kn � !0 + i⌘
� e�i"knt

("kn � !0 + i⌘)2

�

= �i
Z

d!0

⇡
⌃Fan(kn,!0 + "kn)

e�i!0t + it!0 � 1

!02

(A.19)

which corresponds to Eq. (3.21) and (3.22).
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