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Abstract of the Dissertation

A Joint Analysis of T2K Beam Neutrino and

Super-Kamiokande Sub-GeV Atmospheric Neutrino Data

by

Xiaoyue Li

Neutrino oscillation is a phenomenon in which neutrinos produced from charged current
weak interactions can change flavor as they propagate. The mixing between the three fla-
vor eigenstates and mass eigenstates can be measured through neutrino oscillations as the
oscillation probabilities depend on the mixing angles and neutrino mass squared differences.

T2K is a long baseline neutrino experiment, in which a nearly pure muon neutrino or
muon antineutrino beam is produced at J-PARC on the east coast of Japan and travels
295 km through the Earth’s crust towards the far detector, Super-Kamiokande (Super-K),
a 50 kiloton water Cherenkov detector, in the west of Japan. The neutrino fluxes in the
absence of oscillation are measured by the near detectors 280 meters away from the target,
and again with oscillation effects at Super-K. Aside from the beam neutrino from J-PARC,
it also measures neutrino oscillations independently through the neutrinos produced in the
Earth atmosphere.

This thesis presents the first analysis in which both the T2K beam neutrino data and
the sub-GeV atmospheric neutrino data at Super-K are used in a unified framework to mea-
sure neutrino oscillation parameters. The beam neutrino samples are selected for optimal
sensitivity to sin2 θ23 and δCP . A Bayesian analysis using a Markov Chain Monte Carlo
method is performed. Using T2K Run 1-8 data which amounts to 14.7 × 1020 POT in
neutrino-mode and 7.6 × 1020 protons on target (POT) in antineutrino-mode, and 2519
days of Super-K data, the oscillation parameters are measured to be sin2 θ23 = 0.528+0.032

−0.028,
|∆m2

32| = 2.46+0.084
−0.060(10−3eV2), sin2 θ13 = 0.0270+0.0065

−0.0047; and the 90% credible interval of δCP
is [−π,−0.18]&[2.33, π]. When the data is also combined with the constraint on sin2 2θ13 =
0.857 ± 0.046 from reactor neutrino experiments, the oscillation parameters are measured
to be sin2 θ23 = 0.543+0.026

−0.023, |∆m2
32| = 2.49+0.042

−0.090(10−3eV2), sin2 θ13 = 0.0223+0.0012
−0.0013; the 90%

credible interval of δCP is [−π,−0.628], and the CP-conserving value δCP = 0 is excluded at
2σ.
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Preface

This thesis contains the work that I performed within the T2K and Super-Kamiokande (SK)
collaborations, as well as the work by the past and present members from both collaborations;
the former would not have been possible without the latter. The experimental apparatus de-
scribed in Chapter 3, the event simulation and reconstruction software described in Chapter 4
as well as the data reduction procedure in section 5.1 are the work product of many past and
present collaborators not including me; they are included in this thesis in order to paint a
more complete picture. My contributions are listed below.

I performed the T2K event selection optimization study described in section 5.2. The orig-
inal analysis framework was developed by Megan Friend (KEK) and Motoyasu Ikeda (ICRR),
upon which I made various modifications; I also developed the additional algorithms needed
for the optimization. The fiTQun event reconstruction algorithm for SK (described in sec-
tion 4.2) on which the event selection is based was developed by Michael Wilking (formerly
TRIUMF, now Stony Brook U.), Shimpei Tobayama (U. of British Columbia), Patrick de Pe-
rio (formerly U. of Toronto, now Columbia U.), Andrew Missert (CU Boulder), Hiro Tanaka
(formerly U. of British Columbia, now SLAC), Sophie Berkman (U. of British Columbia),
Akira Konaka (TRIUMF), Eric Zimmerman (CU Boulder) and Miao Jiang (Kyoto U.).

The T2K beam neutrino and SK atmospheric neutrino joint analysis in Chapter 6 was
performed by me. The Markov Chain Monte Carlo (MCMC) algorithm used by this Bayesian
analysis as well as the the basis of the software were provided by the analysis framework of
T2K named MaCh3. The SK atmospheric neutrino flux systematic uncertainty treatment
was inherited from existing SK analysis framework, and part of the input was provided by
Roger Wendell (Kyoto U.) and Miao Jiang (Kyoto U.); the improved (computation speed-
wise) SK atmospheric neutrino oscillation probability calculation algorithm was developed
by Shimpei Tobayama. The T2K beam flux and cross section systematic uncertainty input
was provided by the “BANFF” working group at T2K. I introduced the new method to unify
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the implementation of the cross section systematic uncertainties used in this analysis. The
treatment of the SK detector systematic uncertainties was also developed by me, inspired
by the SK fiducial volume expansion study by Andrew Missert. The Hybrid-π0 study used
in the joint analysis was performed by Miao Jiang. The SK atmospheric neutrino MC was
generated by Cristóvão Vilela (Stony Brook U.). This is the first truly simultaneous analysis
of T2K and SK data in both collaborations. Although only the sub-GeV SK atmospheric
neutrino data was used, this analysis will form the basis on which a complete joint analysis will
be conducted including the multi-GeV, partially contained and upward-going muon samples
from SK.

The work which I did in T2K but not presented in this thesis includes: (1) the upgrade
and maintenance of the T2K data quality and data reduction online monitor; (2) extensive
studies of T2K data quality and data/MC comparisons after each T2K run period. The
latter work is presented in the following T2K technical notes: TN-218, TN-284 and TN-317.

Aside from T2K and SK, I have participated in the development of a novel event recon-
struction algorithm for DUNE single-phase detectors named Wire-Cell (https://www.phy.
bnl.gov/wire-cell/), which was pioneered by Xin Qian (BNL), Brett Viren (BNL) and
Chao Zhang (BNL). My work on Wire-Cell involved the implementation of a parametrizable
detector wire geometry and improvements in the signal simulation within Wire-Cell. In ad-
dition, I co-authored the following paper: Data Unfolding with Wiener-SVD Method, JINST,
12, P10002 (2017), which introduces a new data unfolding technique.
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Chapter 1

Introduction

Neutrinos are neutral, fermionic elementary particles that interact only through the weak
force and the gravitational force. It has been established by numerous experiments that there
are three known neutrino flavors: νe, νµ and ντ , in correspondence with the three charged
leptons. The Homestake experiment (1968), the Super-Kamiokande (Super-K) experiment
(1998) and the SNO experiment (2001) showed that neutrinos produced in the atmosphere
and in the Sun can change flavors – a phenomenon known as neutrino oscillation. It remains
the only phenomenon observed in laboratories beyond the Standard Model of particle physics.

Neutrino oscillation occurs because neutrinos are not massless as the Standard Model
originally prescribed, and the mixing matrix connecting the mass eigenstates and the flavor
eigenstates is not identity. The mixing matrix can be described by three Euler angles θ12,
θ13, θ23, and the CP-violating phase δCP (two additional CP-violating phases if neutrinos are
Majorana particles). Measuring these oscillation parameters precisely is of great importance
for our understanding of the Standard Model and beyond; most notably, a non-zero δCP may
help explain the very existence of the universe we see today – why there is more matter than
anti-matter.

Many past and present experiments have made measurements of the oscillation param-
eters through the observation of neutrino oscillations, Super-K and T2K amongst them.
After six years of data taking, T2K has made the most precise measurement on sin2 θ23 and
|∆m2

32| [1]. Due to the relatively large value of sin2 θ13, T2K has the potential of probing
the CP-violating phase by running the beam in a neutrino-dominated mode as well as an
antineutrino-dominated mode. T2K is the first experiment to reject the CP-conserving values
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δCP = 0, π at 2σ [2]. To further improve the measurement of δCP , it is desirable to combine
the data from T2K and Super-K atmospheric neutrinos, as well as the NOνA experiment.
This thesis presents the first simultaneous fit to the T2K beam neutrino data and the Super-
K atmospheric neutrino data in which the data sets from both experiments are treated on
an equal footing.

Chapter 2 gives a brief discussion of the theoretical and experimental development of our
understanding of neutrinos. The phenomenology of neutrino oscillations in vacuum and in
matter will be introduced, followed by experiments which have made measurements of the
neutrino oscillation parameters.

Chapter 3 describes the experimental apparatus of the T2K and Super-K experiments,
while Chapter 4 focuses on the software used by both experiments, including the simulation
of the expected neutrino events observed in SK as well as the reconstruction of neutrino
events by the signal recorded in the SK detector.

The first part of Chapter 5 describes the process in which the Super-K atmospheric
neutrino and T2K beam neutrino data are extracted from the backgrounds. The second
half describes the T2K event selection optimization study, in which the rejection of the π+

background in the νµ and ν̄µ samples are optimized based on the measurement precision of
sin2 θ23, and the rejection of the π0 background in the νe and ν̄e samples are optimized based
on the sensitivity to δCP .

Chapter 6 describes the joint analysis, which uses 2519 days of SK-IV atmospheric neu-
trino data and T2K data (Runs 1-8) amounting to 14.7 × 1020 POT in neutrino-mode and
7.6 × 1020 POT in antineutrino-mode. Three CCQE-like samples of Super-K atmospheric
neutrinos and four CCQE-like samples of T2K are used to extract the oscillation parameters.
The statistical method, analysis strategy, pre-fit data/MC comparisons, sensitivity improve-
ments, as well as the data fit results will be shown in Chapter 6. The last chapter gives a
brief summary and a discussion of the future prospect of this analysis.

2



Chapter 2

A brief summary of neutrino physics

Neutrinos pose some of the most intriguing questions in particle physics. The fact that
neutrinos have mass has proven the Standard Model of particle interactions incomplete; the
study of certain aspects of neutrinos, such as the leptonic CP violation, or whether neutrinos
are their own antiparticles, will advance our understanding of the universe. Neutrinos are
neutral particles that interact with matter so weakly that the neutrinos coming from the Sun
almost always traverse the Earth without interacting. This makes neutrino experiments a
challenging endeavor.

This chapter will first walk through briefly the properties of neutrinos in the Standard
Model and how each of them is confirmed or discovered experimentally. The focus will then
be turned to the phenomenon known as neutrino oscillation, which is the focus of this thesis.
The phenomenology of neutrino oscillations in vacuum and in matter will be discussed,
followed by a review of neutrino oscillation experiments. The final part of this chapter will
be a brief discussion of the unresolved questions about neutrinos. Much of the discussion in
this chapter is inspired by the book on neutrino physics by Giunti and Kim [3].

2.1 Neutrinos in the Standard Model

The Standard Model of particle physics is a theory that describes (1) the nature of the three
fundamental forces in nature, namely the strong, weak, and electromagnetic forces (with the
only exception being the gravitational force), and (2) the elementary particles that participate
in these three types of interactions. Figure 2.1 shows the Standard Model particles and their
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properties.
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Figure 2.1: The Standard Model of particle physics [4].

There are two families of fermions – quarks and leptons, each having three generations.
Quarks have fractional charge of +2/3 (u, c, t) or −1/3 (d, s, b). Aside from electric charge
and spin, quarks also carry a “color” charge and participate in strong interactions. There are
three charged leptons: e−, µ− and τ−, and three corresponding neutral leptons νe, νµ and
ντ . Both the charged and neutral leptons can participate in weak interactions, and only the
charged leptons can directly participate in electromagnetic interactions as neutrinos do not
carry electric charge. The three generation of quarks and leptons have mass in ascending
order in magnitude. In the original Standard Model, neutrinos are massless – a prediction
which has been disproven by the observation of neutrino oscillations (more discussion in
section 2.2).

The three fundamental forces are mediated by the spin-1 gauge bosons: gluons (strong
force), photon (electromagnetic force) and the W±/Z bosons (weak force). In the language
of modern quantum field theory, the Standard Model Lagrangian is invariant under local
SU(3)×SU(2)L×U(1) transformations and Lorentz transformations. The strong interactions
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between quark-gluon and gluon-gluon are invariant under SU(3), therefore the gauge bosons –
gluons are massless. The electromagnetic and weak interactions are governed by the SU(2)L×
U(1) symmetry. Unlike gluons, the W± and Z bosons are massive. This is due to the gauge
fields coupling to the Higgs field, and the spontaneous breaking of gauge symmetry gives rise
to the W± and Z mass as well as the mass of the fermions. The Standard Model does not
predict the mass of the fermions, weak interaction bosons or the mass of the Higgs; their
masses have been determined through experiments over the years.

The Standard Model has withstood the tests by decades of experiments, which all cul-
minated in the discovery of the Higgs boson in 2012. In fact, that neutrinos have mass is
the only laboratory-observed phenomenon not predicted by the Standard Model. What also
puzzles physicists is the smallness of the neutrino mass, even when compared to the lightest
charged fermion. The remainder of this chapter will focus on the theory and experimental
tests of neutrinos.

2.1.1 Neutrino interactions in the Standard Model

W

νe e−

νee−

Z

νe, νµ, ντ νe, νµ, ντ

e−, p, ne−, p, n

W

e−

ν̄e ν̄e

e−

Z

νe, νµ, ντ νe, νµ, ντ

e−, p, ne−, p, n

1

Figure 2.2: The Feynman diagrams of neutrino charged current (left) and neutral current
(right) interactions with electrons. Time is to the right in the case of neutrino scattering in
matter.

According to the Standard Model, neutrinos are neutral, left-handed fermions. Neutrinos
can participate in two types of weak interactions: charged current (CC) interaction mediated
by a W± boson, and neutral current (NC) interaction mediated by a Z boson. Figure 2.2
shows an example of the Feynman diagrams of neutrino CC and NC interactions. Similar
diagrams can be made for neutrino-quark interactions as well. Each generation of leptons
also carry a unique lepton number, e.g. the lepton of number of e−(e+) and νe(ν̄e) is Le =
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1(−1), Lµ = 0, Lτ = 0. Both the CC and NC neutrino interactions must conserve each lepton
number Le, Lµ, Lτ .

2.1.2 Path to understanding neutrinos

The experimental discovery of neutrinos and the measurement of their properties have not
come easily. Neutrinos were first postulated by W. Pauli in 1930 to provide an explanation of
the observed continuous electron energy spectrum in the beta-decay process. However, due
to its extremely small interaction cross section, it was not until the 1950s when F. Reines
and C. Cowan devised a way [5] to detect neutrinos via inverse beta-decay:

ν̄e + p→ e+ + n (2.1)

The experiment was conducted at the Savannah River Plant next to a nuclear reactor which
was the source of ν̄e. A sandwich configuration of water tank and liquid scintillator was used.
The positron from the CC interaction would produce a scintillation signal by slowing down
and annihilating with an electron, which is detected by photomultiplier tubes. They also
added neutron absorbing material CdCl2, which can absorb a neutron and emit a delayed
photon separated from the the prompt scintillation signal by a few microseconds, thus giving
them a better identification of the ν̄e interactions. This was the first confirmation of the
existence of neutrinos.

In the 1950s, a series of discoveries led to the understanding of parity violation and
subsequently the V − A structure of the weak interaction. In this theory, all neutrinos are
left-handed and all antineutrinos are right-handed. In 1958, M. Goldhaber et.al. [6] first
proved that electron neutrinos are indeed left-handed particles. They used the following
electron capture process:

152Eu + e− → 152Sm∗ + νe → 152Sm + νe + γ (960 keV) (2.2)

Because of the momentum conservation laws, the νe and the de-excitation γ always have
the same helicity. Therefore, one could infer the neutrino helicity by measuring the circular
polarization of the γ. The excited state of 152Sm∗ has a life-time of 3± 1× 10−14 sec, which
means the γ emission happens before the nucleus comes to a rest, therefore allowing the γ to
gain momentum at the same direction as the 152Sm∗ recoil. This allows the γ to pass through
a magnet in either the up or down direction, and then be resonantly scattered from a Sm2O3
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scatterer. By measuring the photon count with up and down magnet configurations, they
found that the result was consistent with νe being 100% left-handed 1.

In the original V − A theory, the leptons and their associated neutrinos are assigned a
lepton number L = 1 while the anti particles have L = −1; and this lepton number should be
conserved in weak interactions. This would allow the reaction µ→ e+γ to occur; however, the
experimental limits were orders of magnitude smaller than what the original theory predicted.
This led to the conclusion that different generation of leptons should have different lepton
numbers, automatically making µ → e + γ forbidden. B. Pontecorvo [7] suggested that if
one could show that the νµ produced in π+ → µ+ + νµ cannot induce a e−, then νµ and νe

must be different particles. In 1962, L. Lederman et al. [8] used the Alternating Gradient
Synchrotron (AGS) at Brookhaven National Laboratory (BNL) to generate a 15 GeV proton
beam, which is then collided with a beryllium target to produce pions. A 13.5 m steel wall
was used to absorb the remaining protons as well as the pions which have not decayed, only
letting neutrinos pass through. A 10-ton spark chamber was situated downstream of the
beam to detect the leptons produced from neutrino CC interactions. They found that all the
observed signal events were muons and not electrons, and thusly concluded that νµ and νe

are indeed different particles. The significance of this experiment also lies in the fact that
it provided the foundation for the neutrino beam used in modern long baseline experiments,
which will be discussed in Chapter 3.

The discovery of τ lepton in 1975 [9] strongly suggested that a third generation neutrino,
ντ , must also exist. However, the detection of ντ through CC interactions was no easy task
because the τ lepton has a mean lifetime of ∼ 2.9×10−13 sec and decays hadronically > 60%
of the time. In 2000, the DONUT experiment was the first to establish the existence of
ντ [10]. They used a 800 GeV proton beam from the Fermilab Tevatron interacting in a
meter long tungsten beam dump to generate hadrons. The emulsion detector was situated
36 m downstream from the beam dump, and was shielded by magnets, concrete, iron and lead
to reduce the other products from the proton interactions. The primary source of ντ is from
the decay of D±s into τ± and (—)

ν τ and the subsequent τ± decays with (—)

ν τ . They identified 4 τ
decay events with no other lepton at the decay vertex, against a total background estimate
of 0.34± 0.05 events.

Following the discoveries of the b quark (1977) [11] and t quark (1995) [12] [13], all building
blocks of the Standard Model (except for the Higgs) are completed with three generations

1In retrospect, the Goldhaber experiment should not be considered conclusive evidence that all neutrinos
are left-handed. Experiments have been done since to probe the V + A component of the weak interaction
and no evidence of its existence has been found so far.
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of quarks and leptons. The natural question then was whether there are more generations
to come. This question was answered in 1989 by the MARK-II experiment at SLC and the
LEP experiments at CERN using the invisible decay of the Z boson (Z → νν̄) [14] [15] [16].
Figure 2.3 shows latest constraint on the number of light neutrino species through a combined
analysis of LEP data, which is found to be 2.9840± 0.0082.The ALEPH, DELPHI, L3, OPAL and SLD Collaborations / Physics Reports 427 (2006) 257 –454 277
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Fig. 1.13. Measurements of the hadron production cross-section around the Z resonance. The curves indicate the predicted cross-section for two,
three and four neutrino species with SM couplings and negligible mass.

Assuming that the only invisible Z decays are to neutrinos coupling according to SM expectations, the number of
light neutrino generations, N+, can then be determined by comparing the measured R0

inv with the SM prediction for
!++/!ℓℓ:

R0
inv = N+

(
!++

!ℓℓ

)

SM
. (1.50)

The strong dependence of the hadronic peak cross-section on N+ is illustrated in Fig. 1.13. The precision ultimately
achieved in these measurements allows tight limits to be placed on the possible contribution of any invisible Z decays
originating from sources other than the three known light neutrino species.

1.5.3. Asymmetry and polarisation
Additional observables are introduced to describe the cos #dependent terms in Eq. (1.34) as well as effects related

to the helicities of the fermions in either the initial or final state. These observables quantify the parity violation of
the neutral current, and therefore differentiate the vector- and axial-vector couplings of the Z. Their measurement
determines sin2 #f

eff .
Since the right- and left-handed couplings of the Z to fermions are unequal, Z bosons can be expected to exhibit a net

polarisation along the beam axis even when the colliding electrons and positrons which produce them are unpolarised.
Similarly, when such a polarised Z decays, parity non-conservation implies not only that the resulting fermions will
have net helicity, but that their angular distribution will also be forward–backward asymmetric.

When measuring the properties of the Z boson, the energy-dependent interference between the Z and the purely
vector coupling of the photon must also be taken into account. This interference leads to an additional asymmetry
component which changes sign across the Z-pole.

Considering the Z exchange diagrams and real couplings only,2 to simplify the discussion, the differential cross-
sections specific to each initial- and final-state fermion helicity are:

d)Ll

dcos#
∝ g2

Leg
2
Lf(1 + cos#)2, (1.51)

d)Rr

dcos#
∝ g2

Reg
2
Rf(1 + cos#)2, (1.52)

2 As in the previous section, the effects of radiative corrections, and mass effects, including the imaginary parts of couplings, are taken into
account in the analysis. They, as well as the small differences between helicity and chirality, are neglected here to allow a clearer view of the helicity
structure. It is likewise assumed that the magnitude of the beam polarisation is equal in the two helicity states.

Figure 2.3: Measurements of the hadron production cross section around the Z resonance.
The curves show the predicted cross section for two, three and four neutrino species with SM
couplings and negligible mass. Figure is taken from the reference [17].

2.2 Neutrino oscillations

As mentioned in the previous section, in the original Standard Model νe, νµ and ντ are
massless, left-handed, neutral fermions that only interact weakly. However, it was later
found through a phenomenon called neutrino oscillation that neutrinos have non-zero mass.
This section will discuss the phenomenology of neutrino oscillations.
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2.2.1 Three-flavor neutrino mixing

Consider a neutrino of flavor α and momentum ~p created in a charged current weak interac-
tion. It is described by the flavor eigenstate

|να〉 =
∑
k

U∗αk|νk〉 (α = e, µ, τ) (2.3)

where |νk〉 are the mass eigenstates, and U∗αk describes the mixing between the flavor eigen-
states and the mass eigenstates. Note that the summation in Eq. 2.3 is not restricted to
three: more than three mass eigenstates are allowed provided that the additional neutrinos
are sterile neutrinos which do not participate in any Standard Model interactions. If sterile
neutrinos exist, and they mix with the active neutrinos, their existence can be inferred from
the disappearance of active neutrinos.

Assuming there are no sterile neutrinos, the unitary matrix U can be parameterized by
three mixing angles θ12, θ13, θ23, one Dirac phase δCP and two Majorana phases α21, α31:

U =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



=


1 0 0
0 c23 s23

0 −s23 c23




c13 0 s13e
−iδCP

0 1 0
−s13e

−iδCP 0 c13



c12 s12 0
−s12 c12 0

0 0 1




1 0 0
0 e−i

α21
2 0

0 0 e−i
α31

2


(2.4)

where cij = cos θij, sij = sin θij. Note that the last diagonal matrix would only exist if
neutrinos are Majorana fermions, and not if they are Dirac fermions. The three mixing
angles can and have been measured by various neutrino experiments which will be discussed
in section 2.3. The mixing matrix is also called the PMNS matrix in honor of Pontecorvo,
Maki, Nakagawa and Sakata. Pontecorvo first predicted neutrino oscillation, and Maki-
Nakagawa-Sakata first introduced the mixing matrix in the two-generation scenario.

9
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2.2.2 Neutrino oscillations in vacuum

The neutrinos observed experimentally are typically produced in the flavor eigenstates, but
they propagate in the mass eigenstates:

|νk(t)〉 = e−iEkt|νk〉 (2.5)

where Ek is the energy. The flavor eigenstate in Eq. 2.3 then propagates as

|να(t)〉 =
∑
k

U∗αke
−iEkt|νk〉 (2.6)

Because U is a unitary matrix, the mass eigenstates can be written as a superposition of the
flavor eigenstates:

|νk〉 =
∑
α

Uαk|να〉 (2.7)

Substituting Eq. 2.7 into Eq. 2.6

|να(t)〉 =
∑
β

(∑
k

U∗αke
−iEktUβk

)
|νβ〉 (2.8)

After the neutrino travels for t > 0, the probability of it transitioning into a flavor state |νβ〉
is given by

P να→νβ(t) = |〈νβ|να(t)〉|2 =
∑
k,j

U∗αkUβkUαjU
∗
βje
−i(Ek−Ej)t (2.9)

Unless the mixing matrix U is diagonal (i.e. no mixing between mass eigenstates and flavor
eigenstates) or the neutrino masses are degenerate, P να→νβ(t) can change as a function of
time. For ultra-relativistic neutrinos (as is the case in neutrino oscillation measurements),
the approximation below can be made:

Ek =
√
~p2 +m2

k ' E + m2
k

2E (2.10)

The neutrino travel time t is usually unknown in oscillation experiments; however, one can
make the approximation L = ct for ultra-relativistic neutrinos, where L is the distance
the neutrino travels from its production to its detection and c = 1 is the speed of light.
Therefore, the oscillation probability can be written as a function of the neutrino energy E

10
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and propagation length L

P να→νβ(E,L) =
∑
k,j

U∗αkUβkUαjU
∗
βje
−i

∆m2
kj
L

2E (2.11)

where ∆m2
kj = m2

k−m2
j . It can be seen from Eq. 2.11 that the Majorana phase parameters in

Eq. 2.3 does not appear in the oscillation probability, i.e. neutrino oscillation measurements
cannot measure the Majorana phase of the mixing matrix. However, the three rotational
angles θ12, θ13, θ23 and the mass squared difference ∆m2

ij can be measured through neutrino
oscillations if at least one ∆m2

ij 6= 0.

For antineutrinos, because the flavor eigenstates and mass eigenstates are related by

|ν̄α〉 =
∑
k

Uαk|ν̄k〉 (2.12)

Following the same derivation as neutrinos, the antineutrino oscillation probability is

P ν̄α→ν̄β(E,L) =
∑
k,j

UαkU
∗
βkU

∗
αjUβje

−i
∆m2

kj
L

2E (2.13)

It is instructive to re-write Eq. 2.11 and Eq. 2.13 as follows:

P να→νβ(E,L) = δαβ − 4
∑
k>j

Re
[
U∗αkUβkUαjU

∗
βj

]
sin2

(
∆m2

kjL

4E

)

+ 2
∑
k>j

Im
[
U∗αkUβkUαjU

∗
βj

]
sin

(
∆m2

kjL

2E

) (2.14)

P ν̄α→ν̄β(E,L) = δαβ − 4
∑
k>j

Re
[
U∗αkUβkUαjU

∗
βj

]
sin2

(
∆m2

kjL

4E

)

− 2
∑
k>j

Im
[
U∗αkUβkUαjU

∗
βj

]
sin

(
∆m2

kjL

2E

) (2.15)

Eq. 2.14 and Eq. 2.15 are only different in the sign of the third term. If β = α, the sur-
vival probabilities P να→να(E,L) = P ν̄α→ν̄α(E,L). For β 6= α, the transition probabilities
P να→νβ(E,L) 6= P ν̄α→ν̄β(E,L), unless the third terms in Eq. 2.14 and Eq. 2.15 are zero. It
indicates that a potential CP asymmetry can be measured via the transition probabilities of
neutrino appearance (but not neutrino disappearance) 2.

2This phenomenological treatment of neutrino oscillations would only apply if the energy and momentum
of the particles produced from the neutrino interactions are not measured to such precision that the emitted

11
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2.2.3 Neutrino oscillations in matter

When active neutrinos propagate through matter, the oscillation probabilities can be modified
due to the forward elastic weak CC and NC scatterings of (anti)electron neutrinos (similar
to the light refraction in a medium). Figure 2.2 shows the Feynman diagrams of the forward
elastic scattering processes. Assume the matter has a constant density, the charged current
interaction shown on the left gives rise to a potential in the effective CC Hamiltonian

VCC =
√

2GFNe (2.16)

where GF is the Fermi constant, and Ne is the electron density. The effective potential for
anti neutrinos would take a negative sign of Eq. 2.16. The potentials are very small in regular
matter because

√
2GF ' 7.63× 10−14 eV cm3

NA

(2.17)

where NA is the Avogadro’s number. The neutral current forward elastic scattering processes
also gives rise to a potential; however, it will not be discussed here because it does not modify
the oscillation probabilities as NC interactions do not distinguish flavors.

To understand how the matter density modifies the oscillation probabilities, consider the
following total Hamiltonian in matter

H = H0 +HI (2.18)

where H0 is the vacuum Hamiltonian and HI is the matter potential Hamiltonian:

H0|νk〉 = Ek|νk〉, HI |να〉 = Vα|να〉 (2.19)

In the three-neutrino framework, HI = diag (VCC , 0, 0).

Although it is rather complicated to obtain the three-flavor neutrino oscillation proba-
bilities in matter, it is both straightforward and instructive to look at the case of two-flavor
neutrino mixing. Consider two flavors νe, νµ, and two mass eigenstates ν1, ν2. The evolution

massive neutrino can be determined through energy and momentum conservation laws. A more rigorous
way is to treat neutrino fields as wave packets which are localized at production, and propagate between
production and detection with a group velocity close to the speed of light [3].

12
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of the neutrino fields is described by the following Schroedinger equation 3:

i
d
dt

νe
νµ

 =
(

∆m2

4E

)− cos 2θ + 4EVCC
∆m2 sin 2θ

sin 2θ cos 2θ

νe
νµ

 (2.20)

One can revise Eq. 2.20 by subtracting a diagonal matrix without changing the physics:

i
d
dt

νe
νµ

 =
(

∆m2

4E

)− cos 2θ + A sin 2θ
sin 2θ cos 2θ − A

νe
νµ

 (2.21)

where A = 2
√

2GFNeE
∆m2 . Define the following effective parameters θM and ∆m2

M :

sin 2θM = sin 2θ√
sin2 2θ + (cos 2θ − A)2

(2.22)

∆m2
M = ∆m2

√
sin2 2θ + (cos 2θ − A)2 (2.23)

Eq. 2.21 can be re-diagonalized as

i
d
dt

νe
νµ

 =
(

∆m2
M

4E

)− cos 2θM sin 2θM
sin 2θM cos 2θM

νe
νµ

 (2.24)

This is similar to the case without the matter potential with effective mixing angle θM and
mass splitting ∆m2

M . Therefore, the oscillation probability follows

P νe→νµ(L,E) = sin2 2θM sin2
(

∆m2
ML

4E

)
(2.25)

One interesting consequence from Eq. 2.25 is that oscillation enhancement can happen when
A = cos 2θ, even when the mixing angle θ is very small (in which case the oscillation effects are
small in vacuum). It also follows that long baseline or high matter density is required in order
to observe the matter effect. Furthermore, Eqs. 2.22 and 2.23 indicate that P νe→νµ 6= P ν̄e→ν̄µ

in matter, even if the mixing matrix is real. For anti neutrinos, A = −2
√

2GFNeE
∆m2 , in which

case the matter resonance can only happen if ∆m2 < 0. In other words, depending on

3It follows from

U†H0U =
(
E + m2

1+m2
2

4E 0
0 E + m2

1+m2
2

4E

)
+
(

∆m2

4E

)(
− cos 2θ sin 2θ
sin 2θ cos 2θ

)
where ∆m2 = m2

2 −m2
1. The diagonal term in U†H0U does not contribute to oscillation and can be ignored

in the calculation.
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the mass hierarchy, the matter effect resonance can only happen to either neutrino or anti
neutrino, but not to both. The matter effect is also called the MSW effect in honor of
Mikheev, Smirnov and Wolfenstein who first theorized it.

2.3 Experimental measurements of neutrino oscillations

The mixing angles – θ12, θ13, θ23, the Dirac phase δCP , and the neutrino masses are fundamen-
tal parameters in the Standard Model which have to be measured experimentally. Neutrino
oscillation experiments are sensitive to the PMNS matrix (except for the Majorana phases)
as well as ∆m2

21 and ∆m2
32. Table 2.1 shows the latest limits on these parameters measured

by various experiments. Normal hierarchy (NH) refers to the case where m3 > m2 > m1,
and inverted hierarchy (IH) m2 > m1 > m3.

sin2 θ12 0.307± 0.013
sin2 θ13 (2.10± 0.11)× 10−2

sin2 θ23
0.51± 0.04 (Normal hierarchy)
0.50± 0.04 (Inverted hierarchy)

∆m2
21 (7.53± 0.18)× 10−5 eV2

|∆m2
32|

(2.45± 0.05)× 10−3 eV2 (Normal hierarchy)
(2.52± 0.05)× 10−3 eV2 (Inverted hierarchy)

Table 2.1: Current measurements of neutrino mixing angles and mass squared difference,
taken from [18].

Because |∆m2
32| >> ∆m2

21 and neutrino oscillation probabilities depend on ∆m2
ijL/E

(≈ 1.27 × ∆m2

eV2
L

km
GeV
E

) as shown by Eq. 2.14, experiments can use neutrinos with different
energy and different distances from the source such that the desired oscillation parameters
can be measured through the leading oscillation effect.

For example, a typical long baseline reactor neutrino experiment has neutrino energy
Eν̄e ∼ 1 MeV and L ∼ 1 km, resulting in the following leading-term oscillation probability

P (ν̄e → ν̄e) ' 1− sin2 2θ13 sin2 ∆m2
eeL

4E (2.26)

where ∆m2
ee (' cos2

12 |∆m2
31| + sin2 θ12|∆m2

32|) is used as an effective parameter as |∆m2
31|

and |∆m2
32| are indistinguishable at this baseline. Therefore, such an experiment is ideal for

the measurement of θ13 and ∆m2
ee. If such a reactor neutrino experiment is conducted tens
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of kilometers away from the source, then the leading term becomes

P (ν̄e → ν̄e) ' 1− cos2 θ13 sin2 2θ12 sin2 ∆m2
21L

4E (2.27)

in which case θ12 and |∆m2
21| can be measured. The same experiment can also be conducted

∼ 10 meters away from the reactor to make it a sterile neutrino search experiment, as the
observation of a disappearance signal requires the mass splitting to be ∆m2 & 0.1 eV2.

There are many ways in which neutrino oscillation experiments can be classified. This sec-
tion opts to categorize experiments by their neutrino sources, which determines the neutrino
energy and therefore the neutrino detection technology. For man-made neutrino sources,
i.e. accelerator neutrinos and reactor neutrinos, we also have a choice of the baseline and
therefore the physics that can be probed. Only one or two experiments in each category will
be discussed; however, it must be noted that there are many past and present experiments
in each category.

2.3.1 Solar neutrinos

Nuclear reactions in the Sun produce neutrinos with energy Eν ∼ 1 eV. In spite of the high
density in the solar core, the neutrinos can mostly pass through due to the extremely small
cross section, making solar neutrinos a powerful tool to study the solar core and star evolution.
Figure 2.4 shows the pp chain (left) and the CNO cycle (right) of the solar thermonuclear
reactions which power the Sun. Both processes release energy and produce νe. Figure 2.5
shows the energy spectra of the solar νe flux from the pp and CNO chains as predicted by
the standard solar model described in [19].

The so-called “solar neutrino problem”, i.e. a deficit in the measured solar neutrino
flux relative to the standard solar model prediction, was first observed by the Homestake
experiment in 1968 [20] and confirmed by the Kamiokande experiment [21] in the late 1980s,
and later the GALLEX/GNO [22] and SAGE [23] experiments in the 1990s. The Super-
Kamiokande experiment (1998) [24] and SNO experiment (2001) [25] and confirmed that
what was thought to be an error in the theory of thermonuclear energy generation in stars
was actually a manifestation of neutrino oscillations.

The Sudbury Neutrino Observatory (SNO) is a spherical (6 m in radius) Cherenkov
detector loaded with 1 kiloton of heavy water instrumented with 9,456 20-cm photomultiplier
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Figure 2.4: The pp chain (left) and the CNO cycle (right) of the solar thermonuclear reactions.
The processes which produce νe are indicated. Figures are taken from [19].

tubes (PMTs) [26]. It detects solar neutrinos through the following reactions

CC : νe + d→ p+ p+ e−

NC : να + d→ p+ n+ να, α = e, µ, τ

ES : να + e− → να + e−, α = e, µ, τ

(2.28)

The CC interaction can only happen to νe, but the NC and elastic scattering (ES) can happen
to all three flavors. The first results from the D2O phase confirmed the previously observed
solar νe deficit. It observed 1967.7+61.9

−60.9 CC events, 263.6+26.4
−25.6 ES events and 576+49.5

−48.9 NC
events, which correspond to the following measured fluxes of 8B νe (in unit of 106 cm−2s−1):

ΦCC = 1.776+0.06
−0.05(stat.)+0.09

−0.09(syst.)

ΦES = 2.39+0.24
−0.23(stat.)+0.12

−0.12(syst.)

ΦNC = 5.09+0.44
−0.43(stat.)+0.46

−0.43(syst.)

(2.29)

One can translate the fluxes measured through CC/NC/ES processes into electron (φe) and
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Figure 2.5: The predicted solar neutrino flux from the pp and CNO chains. Figure is taken
from [19]. The unit fo flux is cm−2s−1MeV−1 for the continuous spectra and cm−2s−1 for the
discrete lines.

non-electron (φµτ ) components:

φe = 1.776+0.06
−0.05(stat.)+0.09

−0.09(syst.)

φµτ = 3.41+0.45
−0.45(stat.)+0.48

−0.45(syst.)
(2.30)

The φµτ is 5.3σ above zero, which is direct evidence of the solar neutrino flavor change.
Figure 2.6 shows φµτ v.s. φe from CC, NC and ES measurements compared with the standard
solar model (SSM) prediction. The three bands intercept with one another, and agree with
the the SSM prediction. This is the first evidence that the SSM is correct, and that the
observation is consistent with neutrino flavor transformation.

As the νe produced in the solar core propagate through the Sun, two processes can
affect the probability of observing νe and νµ at the surface of the Sun – neutrino oscillation
and the MSW effect (described in section 2.2.3). The derivation of P (νe → νe) of solar
neutrinos is complicated as the solar mass density is not a constant; thus the derivation will
be not given here (a brief review can be found in [3]). Figure 2.7 shows the solar νe survival
probability at Earth distance as a function of neutrino energy assuming sin2 θ12 = 0.308 and
∆m2

21 = 7.54× 10−5 eV2 [18]. The MSW effect dominates at high energy; at low energy, the
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Figure 2.6: The νµ + ντ flux v.s. νe flux from CC, NC and ES measurements compared with
standard solar model prediction (dashed lines) [27]. The width of the bands represents the
1σ error. Figure is taken from [25]

MSW effect gives way to (averaged) vacuum oscillation.

62 14. Neutrino mixing

14.10.2. Solar neutrino flux measurements and indications of matter effects :

So far, the pp, pep, 7Be, 8B solar neutrino fluxes have been measured, and upper
limits have been set for the hep and CNO solar neutrino fluxes, with various techniques.
Chlorine (Homestake) and gallium (SAGE, GALLEX, and GNO) radiochemical
experiments measured capture rates of solar neutrinos above threshold (see Table 14.5).
Light-water Cherenkov detectors, Kamiokande [7] and Super-Kamiokande [189,191],
measured the 8B neutrino flux and set an upper limit for the hep neutrino flux using νe
elastic scattering [189]. A heavy-water Cherenkov detector, SNO [242], also measured
the 8B neutrino flux, but with three different reactions, NC, CC, and νe elastic scattering.
Liquid scintillator detectors, Borexino and KamLAND, measured low-energy solar
neutrinos using νe elastic scattering. In particular, Borexino [198] successfully measured
the pp [196], pep [195], and 7Be [194] solar neutrino fluxes and set an upper limit for
the CNO solar neutrino flux [195]. KamLAND also measured the 7Be solar neutrino
flux [199]. In addition, both Borexino [197] and KamLAND [200] measured the 8B
neutrino flux. The measured fluxes or upper limits from all these experiments are listed
in the Particle Listings of this RPP edition.
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Figure 14.10: Electron neutrino survival probability as a function of neutrino
energy according to the MSW-LMA model. The low-energy region (< 1 MeV) of
the curve is calculated for pp and 7Be neutrinos, and the high-energy region for
8B neutrinos, using the parameter values given in Ref. 52. The width of the curve
reflects ±1σ uncertainties, determined by a Monte Carlo method sampling errors
on parameters [52]. The points represent the Borexino pp, 7Be, pep, and 8B data
and the SNO+SK 8B data. This figure is provided by A. Ianni in the name of the
BOREXINO Collaboration.

October 6, 2016 11:02

Figure 2.7: Electron neutrino survival probability as a function of neutrino energy according
to the MSW-LMA (large mixing angle) model (figure is taken from [18]). The low-energy
region (< 1 MeV) of the curve corresponds to pp and 7Be neutrinos, and the high-energy
region 8B neutrinos, assuming sin2 θ12 = 0.308,∆m2

21 = 7.54 × 10−5eV2. The width of the
curve indicates the ±1σ errors from uncertainties in the oscillation parameters [28]. BX
stands for the Borexino experiment.
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2.3.2 Atmospheric neutrinos

The primary cosmic rays – mostly protons, also He, and other heavier nuclei – strike the
nuclei in the Earth atmosphere as they enter and produce hadronic showers. The hadrons
(mostly π±, also K± etc.) then undergo the following decays:

π+ → µ+ + νµ, µ
+ → e+ + νe + ν̄µ

π− → µ− + ν̄µ, µ
− → e− + ν̄e + νµ

(2.31)

Therefore, in the absence of neutrino oscillation, the flux ratio (f νe + f ν̄e)/(f νµ + f ν̄µ) should
be ∼ 1/2 at low energy (Eν . 1 GeV), and decreases as the energy goes up as the high
energy muons can reach the ground before decaying. The neutrino energy can range from
tens of MeV to a few TeV. However, as observed by the Super-K in 1998, the aforementioned
flux ratio does not hold, and that there is an up-down asymmetry in observed νµ, ν̄µ events,
as shown by Figure 2.8. The Super-K detector technology and its neutrino detection will be
discussed in detail in section 3.2.
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FIG. 2. The 68%, 90%, and 99% confidence intervals are
shown for sin2 2u and Dm2 for nm $ nt two-neutrino oscil-
lations based on 33.0 kton yr of Super-Kamiokande data. The
90% confidence interval obtained by the Kamiokande experi-
ment is also shown.

case overlapped at 1 3 1023 , Dm2 , 4 3 1023 eV2

for sin2 2u ≠ 1.
As a cross-check of the above analyses, we have re-

constructed the best estimate of the ratio LyEn for each
event. The neutrino energy is estimated by applying a
correction to the final state lepton momentum. Typi-

cally, final state leptons with p , 100 MeVyc carry 65%
of the incoming neutrino energy increasing to ,85% at
p ≠ 1 GeVyc. The neutrino flight distance L is esti-
mated following Ref. [18] using the estimated neutrino
energy and the reconstructed lepton direction and flavor.
Figure 4 shows the ratio of FC data to Monte Carlo for
e-like and m-like events with p . 400 MeV as a func-
tion of LyEn , compared to the expectation for nm $ nt

oscillations with our best-fit parameters. The e-like data
show no significant variation in LyEn , while the m-like
events show a significant deficit at large LyEn . At large
LyEn , the nm have presumably undergone numerous os-
cillations and have averaged out to roughly half the
initial rate.
The asymmetry A of the e-like events in the present data

is consistent with expectations without neutrino oscilla-
tions and two-flavor ne $ nm oscillations are not favored.
This is in agreement with recent results from the CHOOZ
experiment [22]. The LSND experiment has reported the
appearance of ne in a beam of nm produced by stopped
pions [23]. The LSND results do not contradict the
present results if they are observing small mixing angles.
With the best-fit parameters for nm $ nt oscillations, we
expect a total of only 15–20 events from nt charged-
current interactions in the data sample. Using the current
sample, oscillations between nm and nt are indistinguish-
able from oscillations between nm and a noninteracting
sterile neutrino.
Figure 2 shows the Super-Kamiokande results overlaid

with the allowed region obtained by the Kamiokande

FIG. 3. Zenith angle distributions of m-like and e-like events for sub-GeV and multi-GeV data sets. Upward-going particles
have cosQ , 0 and downward-going particles have cosQ . 0. Sub-GeV data are shown separately for p , 400 MeVyc and
p . 400 MeVyc. Multi-GeV e-like distributions are shown for p , 2.5 and p . 2.5 GeVyc and the multi-GeV m-like are shown
separately for FC and PC events. The hatched region shows the Monte Carlo expectation for no oscillations normalized to the data
live time with statistical errors. The bold line is the best-fit expectation for nm $ nt oscillations with the overall flux normalization
fitted as a free parameter.

1566

Figure 2.8: Super-Kamiokande atmospheric neutrino zenith angle distributions of µ-like and
e-like events for the sub-GeV and multi-GeV data sets. cos θ is the zenith angle in the detector
frame. cos θ > 0 for upward-going events, and cos θ < 0 for downward-going events. The
hatched region shows the expectation in the absence of neutrino oscillation. The bold line is
the best-fit with νµ ↔ ντ oscillation. Figure is taken from [29] (1998).

This can be explained by the neutrino oscillation process νµ ↔ ντ , the leading term of
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which is
P (νµ → νµ) ' 1− sin2 2θ23 sin2 ∆m2

32L

4E (2.32)

In Figure 2.8, cos θ > 0 for upward-going events, and cos θ < 0 for downward-going events;
the µ-like and e-like events can be considered as a good proxy of the νµ and νe events,
respectively. The downward-going neutrinos typically travel ∼ 10 km before reaching the
detector; however, the upward-going neutrinos traverse the Earth and have a baseline of
∼ 104 km. This renders a higher disappearance probability for the νµ, ν̄µ coming from below
the detector, hence the deficit in event rate with cos θ < 0. The up-down asymmetry is defined
as A = (U−D)/(U+D) where U is the number of events with −1 < cos θ < −0.2 and D is the
number of events with 0.2 < cos θ < 1. It was found that A = 0.65± 0.05(stat.)± 0.08(syst.)
for µ-like events – 6.8σ from zero (in 1998). The atmospheric neutrino disappearance observed
by Super-K is the first direct evidence that neutrinos have non-zero mass – a prerequisite for
neutrino oscillations.

Atmospheric neutrinos have been used to measure oscillation parameters ∆m2
32, sin2 θ23,

and δCP [30]; they also provide the possibility of probing mass hierarchy. Recall from Eq. 2.25,
that the resonant enhancement of νe ↔ νµ or ν̄e ↔ ν̄µ oscillation can happen when the
resonance condition is met, depending on the mass hierarchy. For atmospheric neutrinos, the
matter effect resonance can happen for upward going neutrinos with energy between 2 ∼ 10
GeV. Figure 2.9 shows the neutrino/antineutrino appearance probabilities at Super-K. If the
mass hierarchy is normal, then the resonant enhancement in oscillation probability can only
be seen in the νe ↔ νµ channel but not the ν̄e ↔ ν̄µ channel; and vice versa. This can
provide an additional handle on the mass hierarchy – an excess of upward-going νe events
with 2 . E . 10 GeV would hint at normal hierarchy; on the other hand, an excess of
upward-going ν̄e events with 2 . E . 10 GeV would be a signature of inverted hierarchy.
Figure 2.10 shows the up/down asymmetry for the multi-GeV νe and ν̄e samples at SK, and
the difference between normal and inverted hierarchy. The multi-GeV νe and ν̄e samples
at Super-K are statistically limited, and only a weak preference for the normal hierarchy is
obtained from an analysis of Super-K data [30].

2.3.3 Accelerator neutrinos

The same process that produces atmospheric neutrino can be used to produce neutrinos in
a controllable way. A typical accelerator based neutrino beam is produced by bombarding
high energy protons onto a carbon or beryllium target, which produces hadrons; the hadrons
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(c)P (⌫̄µ ! ⌫̄µ) (d)P (⌫̄µ ! ⌫̄e)

FIG. 2. Oscillation probabilities for neutrinos (upper panels) and antineutrinos (lower panels) as a function of energy and
zenith angle assuming a normal mass hierarchy. Matter e↵ects in the Earth produce the distortions in the neutrino figures
between 2 and 10 GeV, which are not present in the antineutrino figures. For an inverted hierarchy the matter e↵ects appear in
the antineutrino figures. Here the oscillation parameters are taken to be �m2

32 = 2.5⇥10�3eV2, sin2✓23 = 0.5, sin2✓13 = 0.0219,
and �CP = 0.

At the start of the SK-IV period in 2008 the front-end
electronics were upgraded to a new system with an ASIC
based on a high-speed charge-to-time converter [13]. The
new system allows for the loss-less data acquisition of all
PMT hits above threshold and has improved the tagging
e�ciency of delayed Michel electrons from muon decay
from 73% in SK-III to 88%. More detailed descriptions
of the detector and its electronics can be found in [13–15].

A. Detector Calibration

Over the 20 year history of the experiment changes
in the run conditions have been unavoidable. Seasonal
changes in precipitation and the expansion of under-
ground activities at the Kamioka site have variable im-
pact on the quality and quantity of underground water
available to fill the detector and maintain its temper-
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At the start of the SK-IV period in 2008 the front-end
electronics were upgraded to a new system with an ASIC
based on a high-speed charge-to-time converter [13]. The
new system allows for the loss-less data acquisition of all
PMT hits above threshold and has improved the tagging
e�ciency of delayed Michel electrons from muon decay
from 73% in SK-III to 88%. More detailed descriptions
of the detector and its electronics can be found in [13–15].

A. Detector Calibration

Over the 20 year history of the experiment changes
in the run conditions have been unavoidable. Seasonal
changes in precipitation and the expansion of under-
ground activities at the Kamioka site have variable im-
pact on the quality and quantity of underground water
available to fill the detector and maintain its temper-

Figure 2.9: The atmospheric neutrino P (νµ → νe) (left) and P (ν̄µ → ν̄e) (right) oscillation
probabilities as a function of neutrino energy and cosine zenith angle at Super-K, assuming
∆m2

32 = 2.5 × 10−3 eV2, sin2 θ23 = 0.5, sin2 θ13 = 0.0219 and δCP = 0. Cyan boxes are the
matter effect resonance region. Figure is taken from [30]. 12
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each reconstructed ring. The cyan line denotes the best fit from the normal hierarchy hypothesis, and the orange line the best
fit from the inverted hierarchy hypothesis.

ter e↵ects is illustrated in Figure 11. With sin2✓13 set to
0.0219±0.0012, the data prefer the normal hierarchy with
an electron density consistent with that of standard mat-
ter (↵ = 1.0). Purely vacuum oscillations, represented by
↵ = 0.0, are disfavored by the fit by �2

↵=0 � �2
min = 5.2

after accounting for the hierarchy uncertainty. Based on
toy Monte Carlo studies, this corresponds to a signifi-
cance of excluding vacuum oscillations at 1.6�.

V. ATMOSPHERIC NEUTRINOS WITH
EXTERNAL CONSTRAINTS

Though the atmospheric neutrino data are sensitive to
the values of ✓13, ✓23, and |�m2

32|, the size of the mass
hierarchy signal is a function of these parameters. As
such, larger uncertainties translate directly into reduced
hierarchy sensitivity. Indeed, toy MC data sets which
were generated with a particular hierarchy but were best
fit to the alternative hierarchy often preferred values of
the atmospheric mixing parameters di↵erent from the in-
put values. For example, a true normal hierarchy MC
generated with ✓23 in the lower octant can be reason-
ably fit by the inverted hierarchy hypothesis and the sec-
ond octant of this parameter. Since there is relatively
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FIG. 11. Constraints on the matter e↵ect parameter ↵
from the Super-K atmospheric neutrino data fit assuming
sin2✓13 = 0.0219 ± 0.0012 . Orange lines denote the inverted
hierarchy result, which has been o↵set from the normal hierar-
chy result, shown in blue, by the di↵erence in their minimum
�2 values. Vacuum corresponds to ↵ = 0, while the standard
matter profile used in the rest of the analyses presented here
corresponds to ↵ = 1.

Figure 2.10: Upward- (cos θ < −0.4) to downward-going (cos θ > 0.4) asymmetry as a
function of energy. The best fit from the normal hierarchy hypothesis is shown in cyan,
and inverted hierarchy hypothesis shown in orange. The νe and ν̄e samples are separated
statistically. Figure is taken from reference [30].

then decay into predominantly muon and anti muon neutrinos. A contemporary neutrino
beam also comes with a series of magnetic horns just downstream of the target, which focuses
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either positively or negatively charged hadrons to select predominantly muon neutrinos or
muon antineutrinos. A beam dump is needed before the neutrino detector to absorb the
surviving protons and hadrons. Typical neutrino beams have a neutrino energy of ∼ 1 GeV,
and can be tuned by the proton beam energy and the angle at which the neutrino detector
is placed with respect to the beam center.

Short baseline accelerator neutrino experiments such as MicroBooNE [31] has a detector,
or a series of detectors ∼ 1 km away from the beam target to probe sterile neutrinos with
∆m2 & 0.1 eV2. A typical long baseline accelerator neutrino experiment such as T2K and
NOνA has a near detector a few hundred meters away from the target and a far detector which
is placed hundreds of kilometers away from the target. The neutrino fluxes are measured once
at the near detector before they oscillate, and then again at the far detector. The oscillation
effect can be inferred by comparing the near and far detector spectra:

N far
να (E) =

∑
β

Φnear
β (E) · P (νβ → να) · σνα(E) · ηνα(E) (2.33)

where N far
να (E) is the measured να event energy spectrum at the far detector, Φnear

β (E) is the
νβ energy spectrum at the near detector, σνα(E) is the να interaction cross section, ηνα(E)
is the far detector efficiency and P (νβ → να) is the oscillation probability. The experimental
setup of T2K will be discussed in section 3.1.

Long baseline experiments are capable of probing a large number of different aspects of
neutrino oscillations, including the observation of neutrino appearances, mass hierarchy and
δCP , which are not easily accessible by other types of oscillation experiments. T2K was the
first experiment to observe νe appearance from a νµ beam [32], and the first to reject the
CP-conserving values δCP = 0, π at 2σ confidence level [2]. T2K has also made the most
precise measurement on sin2 θ23 and ∆m2

32 [1]. Mass hierarchy is not the strong suit of T2K
as its peak energy is ∼ 0.6 GeV and the baseline is 295 km. The NOνA experiment [33],
with its higher energy and longer baseline, has a better sensitivity to the mass hierarchy. The
future long baseline experiment DUNE and Hyper-Kamkamiokande will be able to determine
the mass hierarchy and whether there is CP-violation in the lepton section for a large phase
space of true δCP [34].
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2.3.4 Reactor neutrinos

Reactor neutrino experiments utilize the thermonuclear reactions in nuclear reactors as the
source of ν̄e. The ν̄e can be detected though inverse beta-decay in the detectors. Reactor ex-
periments have been used to successfully measure ∆m2

21 (very long baseline: KamLAND [35])
and θ13 (long baseline: Daya Bay [36], RENO [37], Double CHOOZ [38], etc.).

In 2012, the Daya Bay experiment was the first to definitively measure reactor ν̄e disap-
pearance and therefore a non-zero θ13; its latest measurement of sin2 2θ13 is still the most
precise in the world [39]. It uses the Daya Bay nuclear power complex with 8 identical de-
tector modules, three of which are ∼ 1500 − 1900 m away from the reactors (far detector),
and the rest have baselines of ∼ 350 − 550 m (near detector). The oscillation probability
P (ν̄e → ν̄e) can be obtained by comparing the near and far detector spectra. The detector
modules are filled with liquid scintillator and instrumented with PMTs. They are submerged
in 10m deep water pools (also instrumented with PMTs) to shield the neutrino detectors
from natural radiations and veto cosmic muons. The e+ from the inverse beta-decay gener-
ates a prompt scintillation signal, which enables a calorimetric reconstruction of the neutrino
energy: Eprompt = Te+ + 2me, where me is the electron mass, and Te+ is the kinetic energy
of the positron. The 2me in the equation follows from positron annihilation. And based
on the inverse beta-decay kinematics, the initial ν̄e energy can be accurately reconstructed
as Eν̄e ' Eprompt + 0.8 MeV. The neutron from the inverse beta-decay thermalizes in the
detector, and is captured on a scintillator nucleus on a time scale of ∼ 100 µs. The excited nu-
cleus then immediately emits one or more γ’s, which also get detected. This prompt-delayed
signature can efficiently distinguish the reactor neutrino interaction signal from backgrounds.

The KamLAND experiment [35] is located in the same cavern as the Kamiokande exper-
iment. It consists of a transparent balloon filled with 1 kton ultra-pure scintillator, which is
held inside a spherical tank filled with buffer oil and instrumented with 1,879 PMTs on the
inner wall; the tank is inside of a 3.2-kton cylindrical water Cherenkov outer detector. The
neutrino energy reconstruction method is similar to that used by the Daya Bay experiment.
The KamLAND detector is surrounded by 55 nuclear power units at varying distances (the
flux weighted average distance is ∼ 180 km). This enables the observation of the oscillation
effects due to ∆m2

21. Figure 2.11 shows the KamLAND L/E spectrum and ∆m2
21-θ12 results

overlaid with results from solar neutrino measurement. The oscillation effects can be clearly
seen; the dip at L/E ∼ 50km/MeV indicates that |∆m2

21| ∼ 10−4 eV2. Historically the Kam-
LAND measurement of |∆m2

21| proved that the MSW-LMA (Large Mixing Angle) solution
to the solar neutrino problem is correct.
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FIG. 2: Allowed region for neutrino oscillation parameters from
KamLAND and solar neutrino experiments. The side-panels show
the ∆χ2-profiles for KamLAND (dashed) and solar experiments
(dotted) individually, as well as the combination of the two (solid).

rameters using the KamLAND and solar data. There is a
strong anti-correlation between the U and Th-decay chain
geo-neutrinos and an unconstrained fit of the individual con-
tributions does not give meaningful results. Fixing the Th/U
mass ratio to 3.9 from planetary data [18], we obtain a
combined U+Th best-fit value of (4.4 ± 1.6)×106 cm−2s−1

(73 ± 27 events), in agreement with the reference model.
The KamLAND data, together with the solar ν data, set an

upper limit of 6.2 TW (90% C.L.) for a νe reactor source at
the Earth’s center [19], assuming that the reactor produces a
spectrum identical to that of a slow neutron artificial reactor.

The ratio of the background-subtractedνe candidate events,
including the subtraction of geo-neutrinos, to no-oscillation
expectation is plotted in Fig. 3 as a function of L0/E. The
spectrum indicates almost two cycles of the periodic feature
expected from neutrino oscillation.

In conclusion, KamLAND confirms neutrino oscillation,
providing the most precise value of ∆m2

21 to date and im-
proving the precision of tan2 θ12 in combination with solar ν
data. The indication of an excess of low-energy anti-neutrinos
consistent with an interpretation as geo-neutrinos persists.

The KamLAND experiment is supported by the Japanese
Ministry of Education, Culture, Sports, Science and Technol-
ogy, and under the United States Department of Energy Office
grant DEFG03-00ER41138 and other DOE grants to individ-
ual institutions. The reactor data are provided by courtesy of
the following electric associations in Japan: Hokkaido, To-
hoku, Tokyo, Hokuriku, Chubu, Kansai, Chugoku, Shikoku
and Kyushu Electric Power Companies, Japan Atomic Power
Co. and Japan Nuclear Cycle Development Institute. The
Kamioka Mining and Smelting Company has provided ser-
vice for activities in the mine.
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The KamLAND data, together with the solar ν data, set an

upper limit of 6.2 TW (90% C.L.) for a νe reactor source at
the Earth’s center [19], assuming that the reactor produces a
spectrum identical to that of a slow neutron artificial reactor.

The ratio of the background-subtractedνe candidate events,
including the subtraction of geo-neutrinos, to no-oscillation
expectation is plotted in Fig. 3 as a function of L0/E. The
spectrum indicates almost two cycles of the periodic feature
expected from neutrino oscillation.

In conclusion, KamLAND confirms neutrino oscillation,
providing the most precise value of ∆m2
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proving the precision of tan2 θ12 in combination with solar ν
data. The indication of an excess of low-energy anti-neutrinos
consistent with an interpretation as geo-neutrinos persists.
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Figure 2.11: KamLAND results. Left: ratio of the background and geo-neutrino-subtracted
ν̄e spectrum to the expectation for no-oscillation as a function of L/E. Right: allowed region
for neutrino oscillation parameters from KamLAND and solar neutrino experiments; the
side panels show the ∆χ2 of KamLAND (dashed), solar (dotted) and them combined (solid)
constraint on the parameters individually. Figures are taken from [35]

2.4 Unanswered questions about neutrinos

Despite the progress made in the past few decades, such things as the exact neutrino masses
and their Dirac/Majorana nature, are still unknown. This chapter will give a brief discussion
on some of the unanswered questions about neutrinos and their experimental prospect.

2.4.1 Neutrino mixing and mass hierarchy

The neutrino mixing angles in the PMNS framework are fundamental parameters in the Stan-
dard Model that should be measured. In addition, the existence of CP-violation in the lepton
sector could provide an answer to the matter-antimatter asymmetry in the universe [40]. The
next generation neutrino experiment such as the Deep Underground Neutrino Experiment
(DUNE) [34], the Hyper-Kamiokande (HK, Hyper-K) experiment [41], and the Jiangmen
Underground Neutrino Observatory (JUNO) [42] will have the potential of determining the
mass hierarchy (DUNE, HK and JUNO) and leptonic CP-violation (DUNE and HK), and
also improving the measurement precision of the other oscillation parameters.
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Before the next-generation neutrino experiments start data taking, improvements can
also be made by combining the data sets from existing experiments. Different types of
oscillation experiments are complimentary to one another. For example, θ13 is measured most
precisely by reactor experiments, whereas ∆m2

ij are measured most precisely by long baseline
accelerator and very long baseline reactor experiments. Even for experiments sensitive to the
same parameters, they generally measure the same oscillations with different baseline and
energy, with which different systematic errors are often associated. Therefore, combining
the existing data sets could potentially improve the measurement precision as all parameters
often contribute to oscillations in a convoluted way within a given experiment. One of such
combined analyses is presented in the reference [43]; Figure 2.12 shows their combined fit
results of δCP 4. One may notice that a reactors+LBL combined analysis does not necessarily
improve the constraint on δCP compared to reactors+T2K. This is because the constraint on
δCP is mainly driven by T2K, which favors maximal CP-violation; even if the true δCP = 270◦,
the data sets from the other experiments do not necessarily favor the same δCP value due
to statistical fluctuation; thus, the combined fit can yield a weaker constraint. Nevertheless,
combined analyses represent at the moment the best chance in measuring δCP and mass
hierarchy.
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for LBL = NO⌫A (MINOS). On the other hand T2K results are compatible with

✓23 = 45� for any ordering. Altogether we find that for NO the full combination of

LBL accelerator experiments and reactors disfavor maximal ✓23 mixing by ��2 = 3.2.

– 14 –

Figure 2.12: Global fit result on δCP in [43]. Left figure is for inverted hierarchy and right
figure is for normal hierarchy. Long baseline (LBL) experiments T2K, NOνA and MINOS are
shown separately from the LBL-reactors combined fit results. The ∆χ2 of each experiment
is defined with respect to the global minimum of the two mass hierarchies.

4This combined analysis does not accurately take into account the correlations between each experiment
due to cross-sections and detector effects. It serves a different purpose than the combined analysis presented
in this thesis.
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2.4.2 Neutrino mass

As previously discussed, neutrino oscillation experiments are only sensitive to the mass
squared differences ∆m2

ij, but not the absolute values mi. The mass of neutrino has been
measured in both model-independent and model-dependent approaches, by beta-decay ex-
periments and cosmological measurements respectively 5. Using the Cosmic Microwave Back-
ground data collected by the Planck experiment and assuming the existence of three light
massive neutrinos and the Λ CDM model, the Planck collaboration reported that the limits
on the sum of neutrino masses are ∑jmj < (0.340− 0.715) eV at 95% C.L. [44].

The best model-independent limit on electron neutrino (effective) mass comes from mea-
suring the end-point of the electron momentum spectrum (i.e. the kinematical difference
from the massless neutrino scenario) in the tritium beta-decay process:

3H→ 3He + e− + ν̄e (2.34)

which has a Q-value of 18.574 keV. Due to the neutrino mixing, the effective electron neutrino
mass it can measure is

m2
β =

∑
k

|Uek|2m2
k (2.35)

where Uek are the PMNS matrix elements. In the standard three-flavor paradigm,

m2
β = m2

1 cos2 θ12 cos2 θ13 +m2
2 sin2 θ12 cos2 θ13 +m2

3 sin2 θ13 (2.36)

The Troitsk experiment [45] has provided the most stringent limit on mβ
6:

mβ < 2.05 eV, at 95% C.L. (2.37)

In the future, the successor of the experiments at Mainz [46] and Troitsk – the KATRIN
experiment [47] will reach the sensitivity of mβ ∼ 0.20 eV.

5Pion and tau decays, as well as supernova neutrino measurements also provided limits on neutrino
mass, but their upper limits are much higher than the constraints from tritium beta-decay measurements or
cosmological data.

6The smallness of neutrino mass has made physicists ponder whether neutrinos gain mass through the
same Higgs mechanism as other charged fermions. In fact, many believe that the small neutrino masses are
the remnant of physics beyond the Standard Model. The most celebrated theories are based on the see-saw
mechanism (a brief discussion can be found in section 6.4.6 of [3]), which also stipulates the existence of
Majorana neutrinos.
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2.4.3 Nature of neutrinos

In 1937, E. Majorana pointed out that there could exist particles whereby a particle is the
same of its charge conjugate, which implies the equality of a particle and its antiparticle.
Among all the known Standard Model fermions, only neutrinos can be Majorana particles
due to their neutral electric charge. The only practical way of probing the Majorana nature
of neutrinos is via the neutrinoless double beta-decay (2β0ν-decay) process:

N → N (A,Z + 2) + 2e− (2β−0ν)

N → N (A,Z − 2) + 2e+ (2β+
0ν)

(2.38)

2β0ν-decay breaks the lepton number conservation by two units and therefore is forbidden in
the Standard Model; however, it can happen if neutrinos are Majorana particles as shown
by the Feynman diagram in Figure 2.13. In the case of Majorana neutrinos, the process is
allowed because νe = ν̄e and mνe 6= 0, which means the upper vertex can emit a ν̄e with
negative helicity with a relative amplitude of mνe/Eνe which is then absorbed by the lower
vertex.

W

W

νe

ν̄e

n

n

p

e−

e−

p

1

Figure 2.13: The Feynman diagram of 2β0ν-decay. It is forbidden if neutrinos are Dirac
particles but allowed if they are Majorana particles (νe = ν̄e).

Should 2β0ν-decay be discovered, the measurement of its decay lifetime can also provide
information on the Majorana CP-violating phase and the neutrino mass scale 7. In the

72β0ν-decay can be used to infer neutrino mass only if neutrinos are Majorana particles.
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three-flavor paradigm, the effective Majorana mass in 2β0ν-decay is

m2β =
3∑

k=1
U2
ekmk

= |Ue1|2m1 + eiα21|Ue2|2m2 + ei(α31−2δ)|Ue3|2m3

(2.39)

where α21 and α31 are the Majorana phases in Eq. 2.4. m2β not only depends on the mass
terms mi, but also the mixing angles and the CP-violating phases. Currently the most
stringent constraint on m2β is claimed by the KamLAND-zen experiment at T 0ν

1/2(136Xe) >
1.07×1026y at 90% CL, which implies that the effective Majorana mass m2β . 0.061 ∼ 0.165
eV, with the uncertainty largely coming from the nuclear matrix element calculations [48];
other leading 2β0ν-decay experiments include GERDA [49] and EXO [50].
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Chapter 3

The T2K experiment and the
Super-Kamiokande experiment

This chapter will describe the configurations of the T2K beam-line, the near detectors and
the far detector, Super-K. The content of this chapter follows from [51], [52] and [53], in
which more detailed information of the experimental apparatus can be found.

The T2K (Tokai-to-Kamioka) experiment [54] is a long baseline neutrino oscillation exper-
iment located in Japan. It was designed for the precision measurement of neutrino oscillation
parameters (δ(∆m2

32) ∼ 10−4 eV2, δ(sin2 2θ32) ∼ 0.01), and to observe electron neutrino ap-
pearance from a muon neutrino beam if sin2 2θ13 > 0.008 1. The intense neutrino beam also
enables the study of neutrino interactions from CCQE and resonant pion production to deep
inelastic scattering. With the many successes of reactor experiments came the realization
that θ13 is relatively large, making the measurement of leptonic CP-violation possible. In
fact, by running the neutrino beam in both νµ-dominated mode and ν̄µ-dominated mode,
T2K has rejected the CP-conserving values δCP = 0, π at 2σ CL [2].

Figure 3.1 shows a schematic view of the T2K experiment. Neutrinos are produced at J-
PARC (Japan Proton Accelerator Research Complex in Tokai, Ibaraki), and measured by the
near detectors at 280 meters away before they oscillate. The neutrinos then journey through
mainland Japan to reach Super-K on the west of Japan where the oscillated neutrino fluxes
are measured again. As discussed in section 2.3, this near-far comparison is crucial for the
measurement of neutrino oscillation parameters.

1T2K was proposed long before before θ13 was found to be relatively large.
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Super‐Kamiokande J‐PARCNear Detectors

Neutrino Beam

295 km

Mt. Noguchi‐Goro
2,924 m

Mt. Ikeno‐Yama
1,360 m

1,700 m below sea level

Figure 3.1: A schematic view of the T2K experiment. The green line indicates the neutrino
propagation from its production at J-PARC through the near detectors to the far detector
Super-Kamiokande. The baseline is 295 km.

T2K uses the MW-class 2 proton synchrotron at J-PARC to generate a 30 GeV proton
beam. The collision between the proton beam and a graphite target produces hadrons which
are focused by three magnetic horns and then decay in the decay volume. The pion decays
shown in Eq. 2.31 are the dominant processes that produce beam neutrinos. T2K is the first
experiment to adopt the off-axis technique, whereby the far detector does not align with the
beam center. The off-axis angle is set at 2.5◦ (tunable to 2.0◦) such that the neutrino energy
is peaked at ∼ 0.6 GeV, which maximizes the oscillation effects at 295 km baseline. It also
eliminates much of the background in the appearance channel by reducing the intrinsic νe/ν̄e
contamination and the NC background rate. The lefthand side plot in Figure 3.2 shows the
neutrino flux at 2.5◦, 2.0◦ and 0◦ off-axis angle overlaid with oscillation probabilities. The
flux at a higher off-axis angle is narrower than the on-axis flux due to the fact that the
neutrino energy only depends weakly on the pion momentum for non-zero off-axis angles.
The righthand-side plot in Figure 3.2 shows the neutrino energy as a function of the pion
energy for three different off-axis angles based on the following equation:

Eν =
m2
π −m2

µ

2(Eπ − pπ cos θ) (3.1)

where a maximum exists for a non-zero θ. Therefore, the allowed range of neutrino energy
from off-axis pion decays is tightened regardless of the pion energy; the peak of the neutrino
energy spectrum is tunable via the tuning of the off-axis angle.

The near detector complex consists of on-axis detectors and off-axis detectors both housed

2T2K has achieved stable running at ∼480 kW; Main Ring upgrade is scheduled for 2019 to increase the
beam power.
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Figure 3.2: The T2K flux for different off-axis angles (left) and the neutrino energy as a
function of the pion energy in the dominant pion decay processes which produce the beam
neutrinos.

in the near detector hall shown in Figure 3.3. The on-axis INGRID detector has a structure
of iron/scintillator sandwich and is used to measure the neutrino beam direction and beam
profile. The off-axis ND280 detector is made of three sub-detectors: the PØD detector for
the measurement of π0; the gaseous time projection chambers (TPC) and the fine grained
detectors (FGD) with excellent tracking capability. The sub-detectors are surrounded by
electromagnetic calorimeters (ECal), and they are all placed inside a 0.2 T magnetic field
generated by a magnet which also functions as part of a side muon range detector (SMRD).
ND280 is used to measure the muon neutrino flux and electron neutrino contamination in
the same direction as the far detector; it is also capable of measuring neutrino interaction
cross sections in a wide energy range.

The far detector Super-K lies in the Mozumi mine of the Kamioka Mining and Smelting
Company under Mt. Ikenoyama, with an overburden of 1000 m of rock (2700 meters-water-
equivalent). Figure 3.4 shows the diagram of Super-K. It is a cylindrical water Cherenkov
detector of 39 m in diameter and 42 m in height with a total mass of 50 kilotons. It is
separated into two optically isolated regions: the inner detector (ID) and the outer detector
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Figure 3.3: The ND280 detector complex. The off-axis ND280 detectors are on the top
(enclosed in a magnetic) and the on-axis INGRID detector is on the bottom.

Figure 3.4: A schematic view of the Super-Kamiokande detector.

(OD); both are instrumented with PMTs. The OD is used to veto cosmic muons and exiting
particles and the ID is used to study the interactions inside by measuring the Cherenkov light
radiated by charged particles. Aside from functioning as the far detector for T2K, Super-K
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also functions as an observatory for solar, atmospheric, and supernova neutrinos. Searches
for proton decays [55] and WIMPs [56] are also being conducted at Super-K.

3.1 The T2K experiment

3.1.1 J-PARC

J-PARC consists of three accelerators: a linear accelerator (LINAC), a rapid-cycling syn-
chrotron (RCS) and the main ring (MR) synchrotron. The LINAC accelerates a H− beam up
to 400 MeV, which is converted to H+ at the RCS injection. The beam is then accelerated to
3 GeV by the RCS. About 5% of the bunches are diverted to the MR 3, in which the beam is
accelerated to 30 GeV. Table 3.1 shows the design parameters of the J-PARC MR in the fast
extraction mode 4, in which eight circulating proton bunches are extracted within a single
turn.

Circumference 1567 m
Designed beam power ∼ 750 kW
Beam kinetic energy 30 GeV

Beam intensity ∼ 3× 1014 protons/spill
Spill cycle ∼ 0.5 Hz

Number of bunches per spill 8
RF frequency 1.67− 1.72 MHz

Spill width ∼ 5 µsec

Table 3.1: The machine design parameters of the J-PARC Main Ring [53].

3.1.2 Neutrino beamline

Figure 3.5 shows the schematic of the sequential primary and secondary beamlines. The
protons are extracted from the MR into the primary beamline, where they are redirected
towards the direction of Kamioka. The beam is focused onto the target in the final focusing
section by ten normal conducting magnets. The intensity, position, profile and loss of the

3The rest are supplied to the muon and neutron beamline for material and life science research.
4There are two extraction points in the MR: slow extraction for the hadron beamline and the fast

extraction for the neutrino beamline.
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proton beam in the primary beamline are monitored by a series of beam monitors in order
to maintain a stable neutrino beam production and minimize the beam loss.

0 50 100 m

Main Ring

Secondary beamline

(1) Preparation section

(2) Arc section

(3) Final focusing section

(4) Target station

(5) Decay volume

(6) Beam dump

ND280

(1)

(2)

(3)

(4)(5)(6)

Figure 2: Overview of the T2K neutrino beamline.
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Figure 3: The unoscillatedνµ flux at Super-Kamiokande with
an off-axis angle of 2.5◦ when the electromagnetic horns are
operated at 250 kA.

is tuned with a series of 11 normal conducting magnets (four
steering, two dipole and five quadrupole magnets) so that the
beam can be accepted by the arc section. In the arc section, the
beam is bent toward the direction of Kamioka by 80.7◦, with
a 104 m radius of curvature, using 14 doublets of supercon-
ducting combined function magnets (SCFMs) [6, 7, 8]. There
are also three pairs of horizontal and vertical superconducting
steering magnets to correct the beam orbit. In the final focus-
ing section, ten normal conducting magnets (four steering,two
dipole and four quadrupole magnets) guide and focus the beam
onto the target, while directing the beam downward by 3.637◦

with respect to the horizontal.

A well-tuned proton beam is essential for stable neutrino
beam production, and to minimize beam loss in order to achieve
high-power beam operation. Therefore, the intensity, position,
profile and loss of the proton beam in the primary sections are
precisely monitored by five current transformers (CTs), 21 elec-
trostatic monitors (ESMs), 19 segmented secondary emission
monitors (SSEMs) and 50 beam loss monitors (BLMs), respec-

Figure 4: Photographs of the primary beamline monitors. Up-
per left: CT. Upper right: ESM. Lower left: SSEM. Lower
right: BLM.

Figure 5: Location of the primary beamline monitors.

tively. Photographs of the monitors are shown in Fig. 4, while
the monitor locations are shown in Fig. 5. Polyimide cables and
ceramic feedthroughs are used for the beam monitors, because
of their radiation tolerance.

The beam pipe is kept at∼ 3×10−6 Pa using ion pumps, in or-
der to be connected with the beam pipe of the MR and to reduce
the heat load to the SCFMs. The downstream end of the beam
pipe is connected to the “monitor stack”: the 5 m tall vacuum
vessel embedded within the 70 cm thick wall between the pri-
mary beamline and secondary beamline. The most downstream
ESM and SSEM are installed in the monitor stack. Because of
the high residual radiation levels, the monitor stack is equipped
with a remote-handling system for the monitors.

3.1.1. Normal Conducting Magnet
The normal conducting magnets are designed to be tolerant

of radiation and to be easy to maintain in the high-radiation
environment. For the four most upstream magnets in the prepa-
ration section, a mineral insulation coil is used because ofits
radiation tolerance. To minimize workers’ exposure to radia-

5

Figure 3.5: The T2K primary beamline and secondary beamline.

Figure 3.6 shows the sideview of the secondary beamline. In the secondary beamline, the
protons strike a target to produce secondary hadrons (mostly pions) which are focused by
magnetic horns and then decay into neutrinos. The target is a 91.4 cm long (1.9× interaction
length), 2.6 cm in diameter and 1.8 g/cm3 graphite rod. The target station also has (1) a
beam window to separate the secondary beamline (filled with helium) and the vacuum in the
primary beamline, (2) a baffle to protect the magnetic horns and (3) an optical transition
radiation monitor (OTR) to monitor the proton beam profile just before they hit the target.
The target is inside the first magnetic horn in a series of three; each magnetic horn consists
of two coaxial conductors, between which a magnetic field is generated by feeding pulsed
current through the conductors. The horn current is set at 250 kA (tunable to 320 kA which
corresponds to stronger focusing) to focus the pions. The horn current can be reversed to
focus the negatively charged pions, which decay into ν̄µ. The focused pions are left to decay
in the 93-meter-long decay volume, which is filled with helium gas (1 atm) to reduce pion
absorption. A beam dump consisting of 3.2 m of graphite and 2.4 m of iron at the end of
the decay volume is used to absorbed the protons and secondary hadrons, and muons below
∼ 5 GeV/c.

A muon monitor is placed just downstream of the beam dump to measure the neutrino
beam intensity and direction on a bunch-by-bunch basis by measuring the muons that survive
the beam dump. The muons are mostly from the pion two-body decay and have energy & 5
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Figure 6: Side view of the secondary beamline. The length of
the decay volume is∼96 m.

down to a 16 mW beam loss. In the commissioning run, it
was confirmed that the residual dose and BLM data integrated
during the period have good proportionality. This means that
the residual dose can be monitored by watching the BLM data.

3.2. Secondary Beamline

Produced pions decay in flight inside a single volume of
∼1500 m3, filled with helium gas (1 atm) to reduce pion ab-
sorption and to suppress tritium and NOx production by the
beam. The helium vessel is connected to the monitor stack viaa
titanium-alloy beam window which separates the vacuum in the
primary beamline and the helium gas volume in the secondary
beamline. Protons from the primary beamline are directed to
the target via the beam window.

The secondary beamline consists of three sections: the target
station, decay volume and beam dump (Fig. 6). The target sta-
tion contains: a baffle which is a collimator to protect the mag-
netic horns; an optical transition radiation monitor (OTR)to
monitor the proton beam profile just upstream of the target; the
target to generate secondary pions; and three magnetic horns
excited by a 250 kA (designed for up to 320 kA) current pulse
to focus the pions. The produced pions enter the decay vol-
ume and decay mainly into muons and muon neutrinos. All the
hadrons, as well as muons below∼5 GeV/c, are stopped by the
beam dump. The neutrinos pass through the beam dump and are
used for physics experiments. Any muons above∼5 GeV/c that
also pass through the beam dump are monitored to characterize
the neutrino beam.

3.2.1. Target Station
The target station consists of the baffle, OTR, target, and

horns, all located inside a helium vessel. The target station
is separated from the primary beamline by a beam window at
the upstream end, and is connected to the decay volume at the
downstream end.

The helium vessel, which is made of 10 cm thick steel, is
15 m long, 4 m wide and 11 m high. It is evacuated down to
50 Pa before it is filled with helium gas. Water cooling chan-
nels, called plate coils, are welded to the surface of the vessel,
and∼30◦C water cools the vessel to prevent its thermal defor-
mation. An iron shield with a thickness of∼2 m and a concrete
shield with a thickness of∼1 m are installed above the horns
inside the helium vessel. Additionally,∼4.5 m thick concrete
shields are installed above the helium vessel.

The equipment and shields inside the vessel are removable
by remote control in case of maintenance or replacement of the
horns or target. Beside the helium vessel, there is a maintenance
area where manipulators and a lead-glass window are installed,
as well as a depository for radio-activated equipment.

3.2.2. Beam Window
The beam window, comprising two helium-cooled 0.3 mm

thick titanium-alloy skins, separates the primary proton beam-
line vacuum from the target station. The beam window assem-
bly is sealed both upstream and downstream by inflatable bel-
lows vacuum seals to enable it to be removed and replaced if
necessary.

3.2.3. Baffle
The baffle is located between the beam window and OTR. It

is a 1.7 m long, 0.3 m wide and 0.4 m high graphite block, with
a beam hole of 30 mm in diameter. The primary proton beam
goes through this hole. It is cooled by water cooling pipes.

3.2.4. Optical Transition Radiation Monitor
The OTR has a thin titanium-alloy foil, which is placed at 45◦

to the incident proton beam. As the beam enters and exits the
foil, visible light (transition radiation) is produced in anarrow
cone around the beam. The light produced at the entrance tran-
sition is reflected at 90◦ to the beam and directed away from the
target area. It is transported in a dogleg path through the iron
and concrete shielding by four aluminum 90◦ off-axis parabolic
mirrors to an area with lower radiation levels. It is then col-
lected by a charge injection device camera to produce an image
of the proton beam profile.

The OTR has an eight-position carousel holding four titan-
ium-alloy foils, an aluminum foil, a fluorescent ceramic foil of
100µm thickness, a calibration foil and an empty slot (Fig. 7).
A stepping motor is used to rotate the carousel from one foil
to the next. The aluminum (higher reflectivity than titanium)
and ceramic (which produces fluorescent light with higher in-
tensity than OTR light) foils are used for low and very low in-
tensity beam, respectively. The calibration foil has precisely
machined fiducial holes, of which an image can be taken us-
ing back-lighting from lasers and filament lights. It is usedfor
monitoring the alignment of the OTR system. The empty slot
allows back-lighting of the mirror system to study its transport
efficiency.

3.2.5. Target
The target core is a 1.9 interaction length (91.4 cm long),

2.6 cm diameter and 1.8 g/cm3 graphite rod. If a material sig-
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Figure 3.6: The secondary beamline. The length of the decay volume is 96 m.

GeV/c. The neutrino beam direction is determined to be the direction from the target to the
center of the muon profile. The muon monitor measures the neutrino beam direction with
a precision of . 0.25 mrad. (3 cm) from the muon profile center. The detectors are made
of arrays of ionization chambers and silicon PIN photodiodes at 117.5 m and 118.7 m from
the target, respectively. A nuclear emulsion tracker is placed just downstream of the muon
monitor to measure the absolute flux and momentum of the muons.

3.1.3 On-axis near detector

The INGRID (Interactive Neutrino GRID) detector is the on-axis near detector. It is made
of 16 identical INGRID modules and one proton module. Figure 3.7 shows the configuration
of the INGRID detector. 14 of the INGRID modules form a cross, the center of which is
the designed beam center; two additional modules are placed at off-axis directions outside
the main cross to check the beam axial symmetry. A proton module, which is similar in
construction to the INGRID modules but without the iron plates, is place between the
horizontal and vertical modules to detect the muons and protons produced by the beam
neutrino in INGRID. The INGRID detector is used to monitor daily the neutrino beam
direction and intensity via the neutrino interactions in the modules. The beam center is
measured by the neutrino interaction rate in each module to a precision of . 10 cm, or 0.4
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mrad at the near detector pit. Figure 3.8 shows the daily event rate measured by the INGRID
detector, and the horizontal and vertical directions measured by the INGRID detector and
the muon monitor.
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Figure 3.7: The on-axis INGRID detector from two viewing angles. The center of the INGRID
detector is the designed beam center.
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Figure 3.8: The event rate, horizontal and vertical beam directions measured by the INGRID
detector and the muon monitor.

Each INGRID module is made of nine iron plates and 11 scintillator tracking planes
sandwiched together as shown by Figure 3.9; they are surrounded by scintillator veto planes
to reject interactions outside the module. Each iron plane is 1.24 m× 1.24 m in size and 6.5
cm in width; the total iron mass in each module is 7.1 tons. Each tracking plane is made of 24
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horizontal scintillator bars and 24 vertical ones glued together. A wave-length shifting fiber
(WLS) is inserted through a hole in each scintillator bar for light collection, and the signal is
read out by an MPPC (Multi-Pixel Photon Counter) attached to the end of the WLS. The
Hamamatsu MPPC has 667 pixels in a 1.3 × 1.3 mm2 surface area; each pixel operates as
an independent Geiger counter with a gain comparable to a vacuum photomultiplier. The
compactness of MPPC and its ability to function inside a magnetic field makes it an ideal
choice for the T2K near detectors. INGRID is calibrated using cosmic muon data; the mean
light yield is determined to be larger than 10 p.e./cm (MIP).

Iron plates
Tracking planes

Veto planesElectronics boxes

Y

X
Z

1.
24

m

Figure 3.9: An INGRID module. The left image shows the tracking planes (blue) and iron
plates. The right image shows the veto planes (black).

3.1.4 Off-axis near detector

The design of the T2K off-axis detector should meet the following requirements: (1) it should
be able to provide information on the νµ/ν̄µ flux, which will be extrapolated to Super-K for
the measurement of neutrino oscillations; (2) it should measure the intrinsic νe/ν̄e beam
component, which is ∼ 1% of the νµ/ν̄µ flux and an irremovable background to the νe/ν̄e
appearance search at Super-K, as a function of neutrino energy; (3) it should measure the
νµ/ν̄µ interactions with such precision that the backgrounds (mainly neutral current π0) to
the νe appearance search at Super-K can be predicted. Figure 3.10 shows the components of
the ND280 off-axis detector.

Most upstream is the PØD (i.e. π0-detector), designed to measure the neutral current π0

interactions on water, which is one of the two major backgrounds in the T2K νe appearance
search (the other one being intrinsic νe). Figure 3.11 shows the cross section of the PØD.
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Figure 3.10: An exploded view of the ND280 off-axis detector. The metal frame
which contains the PØD, TPCs and FGDs has a dimension of 6.5 m × 2.6 m × 2.5 m
(length×width×height).

Perpendicular to the neutrino beam direction are layers of x-y scintillator bars, a light-tight
cover, a lead or brass sheet, and a water bag which can be filled with water (water-in configu-
ration) or emptied (water-out or air configuration). The “upstream ECal” and “downstream
ECal” are used to veto events entering from outside and do not have water bags. There are
40 scintillator modules in the PØD, and each module consists of 134 vertical triangular scin-
tillator bars and 126 vertical ones. The segmentation is sufficiently fine for the reconstruction
of muon and pion tracks as well as electromagnetic showers. Each scintillator bar has a WLS
fiber inserted and the optical signal is read out by Hamamatsu MPPCs attached to the one
end (the other end is mirrored). There are a total of 50 water bags in PØD, making the
total detector mass with water-in configuration 16.1 tons (13.3 tons without water). Binary
(wet or dry) level sensors and pressure sensors are installed in the water volumes, which can
measure the water depth within ±5 mm. The actual mass of the PØD water target can be
estimated by the predetermined mass-depth relation. The designed fiducial water mass is
1944± 53 kg, and the measured mass is 1902± 16 kg.
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Figure 19: A schematic of the pi-zero detector. The beam is
coming from the left and going right. Insets show details of the
Water Target super-PØDule layers and Central ECal layers.

HDPE water bags, and brass sheets. The front and rear sec-
tions, the “upstream ECal” and “central ECal”, use alternating
scintillator planes and lead sheets. This layout improves the
containment of electromagnetic showers and provides a veto
region before and after the water target region to provide effec-
tive rejection of particles entering from interactions outside the
PØD.

There are a total of 40 scintillator modules in the PØD. Each
PØD module, or PØDule, has two perpendicular arrays of tri-
angular scintillator bars. There are 134 vertical bars (2200 mm
long) and 126 horizontal bars (2340 mm long) in each PØDule.
Each bar has a single hole filled with a WLS fiber (Kuraray
double-clad Y11 of 1 mm diameter). Each fiber is mirrored on
one end and the other end is optically read out using a Hama-
matsu MPPC (see Section 4.1). Each photodetector is read out
with TFB electronics (see Section 4.4). There are 40 PØDules,
each with 260 scintillator bars and fibers being read out, total-
ing 10,400 channels for the entire PØD detector. The PØDules
were formed into four “super-groups” called super-PØDules.
The two ECal super-PØDules are a sandwich of seven PØDules
alternating with seven stainless steel clad lead sheets (4 mm
thick). The upstream (central) water target super-PØDule is a
sandwich of 13 PØDules alternating with 13 (12) water bag lay-
ers (each 28 mm thick), and 13 (12) brass sheets (each 1.5 mm
thick). The water target layers each have two bags, for a total
of 50 in the PØD detector, each with dimensions of 1006 mm

× 2062 mm× 28 mm. The dimensions of the active target of
the entire PØD are 2103 mm× 2239 mm× 2400 mm (width×
height× length) and the mass of the detector with and without
water is 16.1 tons and 13.3 tons respectively.

The PØD polystyrene scintillator bars were identical to bars
originally developed for the MINERvA experiment [40]. The
bulk polystyrene is Dow Styron 663 (W), a commercial grade,
general-purpose polystyrene without additives. Wavelength-
shifting dopants, 1% PPO and 0.03% POPOP, were added into
the bulk polystyrene. The cross section of the extrusion is
an isosceles triangle with a 33 mm base and 17 mm height.
There is a hole centered in both dimensions, with a diameter
of approximately 1.5 mm, through which a WLS fiber may be
inserted. A thin (0.03 mm on average) co-extruded layer of
polystyrene with 20% TiO2 was added to the outside of the strip
in order to reflect escaping light back into the bulk and increase
the probability of capture by the center fiber.

The WLS fibers were mounted in the scintillating bars by
gluing a custom ferrule over one end of each fiber so that a
small portion of the fiber and epoxy extended past the ferrule.
The fiber and epoxy were then diamond-polished. The MPPCs
were mounted in custom sleeves designed to snap-fit to a fer-
rule, allowing them to be installed and removed as necessary.

The PØD construction was done in three stages. First, the
scintillator bars were glued into arrays of 15− 17 bars on a
template mounted on an optical table. The arrays were cured at
room temperature, under a vacuum film, for a minimum of four
hours. These pre-glued bar arrays were called “planks”. Each
PØDule uses 16 planks and a total of 640 are required for the
entire detector.

In the next stage, the PØDules were constructed on a gluing
table. The PØDules were assembled as a sandwich of an outer
lower PVC skin, eightx-scintillator planks, eighty-scintillator
planks, and an outer upper PVC skin. All four edges of the as-
sembly were enclosed with PVC frames, which had been drilled
with precision holes to allow the fibers to be inserted and con-
nected to the MPPCs after the PØDules were assembled. The
assembly was coated with epoxy and cured under a vacuum
film overnight. After the PØDules were assembled, the fibers
were inserted into each bar, and the MPPCs were attached to the
fibers and connected via mini-coaxial cables to the TFB elec-
tronics boards. Then the PØDule was scanned with a movable
60Co source to characterize the signal from every channel.

In the last stage, the instrumented PØDules were assembled
into super-PØDules by laying a PØDule with lead plates (for
the ECals) or water bags plus brass sheets (for the water tar-
gets) on a horizontal strongback table. This strongback table
was lifted to a vertical position to assemble an upright super-
PØDule. Finally, the TFB electronics boards were mounted
onto aluminum plates attached to two aluminum cooling extru-
sions in which a closed loop of negative pressure cooling water
flows at∼5 L/min. The electronics plus cooling assembly was
mounted on the top and one side of the super-PØDule. A light
injection system was added that strobes the opposite end of the
fiber with an LED flasher. Final testing of the super-PØDules,
using a cosmic ray trigger, the water bag filling system and the
light injection system, was done at J-PARC, prior to installation
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Figure 3.11: The PØD (π0-detector). The beam is coming from the left and going
right. The dimensions of the active target of PØD is 2103 mm × 2239 mm × 2400 mm
(length×width×height).

Just downstream of the PØD are three Time Projection Chambers (TPC) and two Fine
Grained Detectors (FGD). The two FGDs provide target mass for neutrino interactions as
well as charged particle tracking. Each FGD has outer dimensions of 2300 mm× 2400 mm×
365 mm (width×height×depth in beam direction). They are made of layers of scintillator
bars perpendicular to the beam in both horizontal and vertical directions, with WLS fiber
inside. One end of the WLS fiber is mirrored by aluminum and the other end is attached
to MPPCs and digitization electronics. The downstream FGD (FGD2) also contains six
2.5cm-thick water layers. The scintillator bars, WLS fibers and photosensors of each FGD
is contained in a light-tight box. The calibration of photosensor response, saturation and
non-linearity is enabled by the LED-based light injection system that flashes the exposed
ends of the WLS fibers.

The emitted charged particles of the neutrino interactions that happen in the FGDs can
be precisely measured by the TPCs. Each TPC has an inner box filled with argon-based
drift gas, which is held inside an outer box filled with CO2 as an insulating gas as shown
by Figure 3.12. Charged particles ionize the argon atoms along their trajectories as they
go through the TPC. A uniform electric field (roughly parallel to the magnetic field) is
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applied which drives the ionization electrons to drift away from the central cathode plane.
The drift time relative to the beam trigger, and the spatial and charge information of the
ionization electrons can be measured at the readout plane on either side. The charge readout
is achieved by the micromegas detectors [57] with 7.0 mm×9.8 mm anode pad segmentation.
The timing and spatial information combined is used to reconstruct a 3D image of the particle
trajectory. A control pattern of electrons can be produced on the central cathode to calibrate
and monitor the electron transport. The electron drift velocity and electric field distortion
are determined by measuring the photoelectrons produced from the cathode (more precisely,
from the thin aluminum discs glued to the copper surface of the cathode) by flashing it with
a diffuse pulse of λ = 266 nm light.

into the ND280 off-axis detector.
After installation of the super-PØDules in the pit, airtight alu-

minum cover panels were placed over the electronics and dry
air was circulated to moderate temperature fluctuations while
preventing condensation on the electronics cooling system.

Determining the amount of water in the fiducial volume is
critical to the PØD physics goals. The required precision is
achieved by first measuring the mass vs. depth in an external
buffer tank, filling the water targets to predetermined levels, and
then observing the water volume removed from the tank. The
water target volume is instrumented using a combination of bi-
nary (wet or dry) level sensors and pressure sensors, allowing
the depth of the water to be determined to±5 mm. The water
target fiducial region is designed to contain 1944± 53 kg of
water, and the measured mass is 1902± 16 kg.

During initial operations, all but seven of the 10,400 PØD de-
tector channels were operational. The detector was calibrated
with minimum ionizing tracks from cosmic ray muons. An av-
erage of 19 photoelectrons was obtained for the scintillator bars
and 38 photoelectrons perx/y layer. The average attenuation
of the pulse height in the scintillator bars from opposite ends is
approximately 30%. The internal alignment of scintillatorbars
was checked using through-going muons with the magnet field
off, and was determined to be approximately 3 mm.

4.3.3. Time Projection Chamber (TPC)
The TPCs perform three key functions in the near detector.

Firstly, with their excellent imaging capabilities in three dimen-
sions, the number and orientations of charged particles travers-
ing the detectors are easily determined and form the basis for
selecting high purity samples of different types of neutrino in-
teractions. Secondly, since they operate in a magnetic field,
they are used to measure the momenta of charged particles pro-
duced by neutrino interactions elsewhere in the detector, and
therefore determine the event rate as a function of neutrinoen-
ergy for the neutrino beam, prior to oscillation. Finally, the
amount of ionization left by each particle, when combined with
the measured momentum, is a powerful tool for distinguishing
different types of charged particles, and in particular allows the
relative abundance of electron neutrinos in the beam to be de-
termined.

Each TPC consists of an inner box that holds an argon-based
drift gas, contained within an outer box that holds CO2 as an in-
sulating gas. The inner (outer) walls are made from composite
panels with copper-clad G10 (aluminum) skins. The inner box
panels were precisely machined to form an 11.5 mm pitch cop-
per strip pattern which, in conjunction with a central cathode
panel, produces a uniform electric drift field in the active drift
volume of the TPC, roughly aligned with the field provided by
the near detector magnet. A simplified drawing of the TPC de-
sign is shown in Fig. 20.

Charged particles passing through the TPCs produce ioniza-
tion electrons in the gas that drift away from the central cathode
and toward one of the readout planes. There, the electrons are
multiplied and sampled with bulk micromegas [41] detectors
with 7.0 mm× 9.8 mm (vertical× horizontal) anode pad seg-
mentation. The pattern of signals in the pad plane and the ar-
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Figure 20: Simplified cut-away drawing showing the main as-
pects of the TPC design. The outer dimensions of the TPC are
approximately 2.3 m× 2.4 m× 1.0 m.

rival time of the signals combine to give complete 3D images of
the paths of the traversing charged particles. Twelve 342 mm×
359 mm micromegas modules tile each readout plane, for a to-
tal of 72 modules and nearly 9 m2 of active surface for the three
TPCs, the first to use micropattern gas detectors in a physics
experiment. The modules are arranged in two vertical columns
that are offset so that the small inactive regions between mod-
ules are not aligned.

Blind vias are used to route connections between the readout
pads and connectors on the back side of the micromegas printed
circuit boards. Six front-end electronics cards, each using four
custom ASICs called “AFTER”, plug into the connectors and
sample and digitize signals from the 1,728 pads. Each AF-
TER ASIC shapes the signals and buffers 72 pad signals into
511 time-bin switched capacitor arrays. The six front-end cards
connect to a single front-end mezzanine card that aggregates the
data, performs zero suppression, and sends the remaining data
off detector over a 2 Gb/s optical link.

The gas system was designed to maintain a stable mix-
ture in the inner volume, a constant positive pressure with re-
spect to the outer volume, and a constant pressure between
the outer volume and the atmosphere. The inner gas mixture,
Ar:CF4:iC4H10 (95:3:2) was chosen for its high speed, low
diffusion, and good performance with micromegas chambers.
Each of the three TPC volumes contains 3000 liters, and each of
the three gap volumes contains 3300 liters. The TPC gas system
was designed for an operating flow of 10 L/min/TPC (30 L/min
total flow), corresponding to five TPC-volume flushes per day.
To reduce gas operating costs, the system was designed to pu-
rify and recycle roughly 90% of the TPC exhaust gas.

A calibration system produces a control pattern of electrons
on the central cathode in order to measure and monitor impor-
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Figure 3.12: Simplified cut-away drawing of the TPC design. The outer dimensions of the
TPC are approximately 2.3 m× 2.4 m× 1.0 m.

The TPCs play a crucial role in the measurement of neutrino interactions at ND280.
The charged particle 3D trajectory and the amount of ionization per unit length along the
trajectory can be precisely reconstructed in the TPCs, which is a powerful tool for identifying
the particle type; the magnetic field enables the measurement of particle momentum and the
sign of the charge.
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The PØD, TPC and FGDs are surrounded by the electromagnetic calorimeter (ECal)
as shown by Figure 3.10. The ECal is made of 13 independent modules: six barrel ECals
surrounding the four sides of the trackers, one downstream ECal, and six PØD ECals covering
the four sides of the PØD. Each module consists of layers of scintillator bars and lead absorber
sheets, and the same WLS fiber-MPPCs configuration is used for the light detection. The
main purpose of the ECals is to measure the energy of, and the direction at which, the
photons and charged particles exiting from the inner detectors, in particular the photons
from the π0’s produced in the tracker detectors.

The magnet in which the PØD, TPC, FGDs and the ECals are surrounded is recycled
from the CERN UA1/NOMAD experiment; it provides a dipole magnetic field of 0.2 T for the
determination of the sign of charged particles. The magnet consists of two mirror-symmetric
halves which can be opened for access to the inner detectors or closed for data taking. Each
half consists of water-cooled aluminum coils and 8 C-shaped flux return yokes, and each yoke
consists of 16 4.8 cm-thick steel plates with 15 1.7 cm air gaps in the radial direction. 440
scintillator modules are inserted in these air gaps and on the top and bottom of the yokes,
which make up the Side Muon Range Detector (SMRD). The scintillator modules can have
different sizes in order to fit in the horizontal and vertical gaps. Each scintillator counter has
an S-shaped WLS fiber glued into a grove cut into its surface, and the optical signal is read
out by MPPCs. The purpose of the SMRD is three-fold: (1) to detect high-angle (w.r.t. the
beam direction) muons and measure their momenta; (2) to identify cosmic ray muons; (3) to
identify beam induced event interactions in the iron of the magnet and in the surrounding
walls.

3.2 The Super-Kamiokande experiment

3.2.1 Cherenkov radiation

Super-K detects charged particles through their Cherenkov light emission in water – the
particle type, direction and momentum can be inferred from the hit pattern of the PMTs
mounted on the walls. Cherenkov radiation happens when a charged particle travels in a
dielectric medium at a speed faster than the speed of light in said medium, much in the same
way as a sonic boom is produced by sound waves emitted by an object that travels faster
than the speed of sound. Let n be the dielectric constant and v = βc be the speed of the
charged particle, then the angle θC between the particle trajectory and direction at which
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the electromagnetic shock wave travels has the following relation:

cos θC = 1
nβ

(3.2)

Pure water has n ≈ 1.34, therefore ultra-relativistic particles have θC ≈ 42◦. The number of
photons emitted, N follows

d2N

dLdλ = 2πα
λ2

(
1− 1

n2β2

)
(3.3)

where λ is the wavelength, L is the distance traveled by the particle, and α is the fine
structure constant. Because Cherenkov radiation can only happen when v = βc > c/n,
there exists a mass-dependent threshold of the particle energy/momentum, below which said
particle would not be visible in a water Cherenkov detector.

3.2.2 OD and ID

The two concentric detector volumes – the inner detector (ID) and the outer detector (OD)
are optically separated by a 55cm stainless steel support structure covered by black sheets.
The ID has a diameter of 33.8m and height of 36.2m and holds 32 kilotons of water, which
leaves approximately 2.5m on the other side of the support structure as the OD volume,
which holds 18 kilotons of water. The OD serves as an active veto for entering events such as
cosmic ray muons; it also functions as a shield for the cosmogenic neutrons and photons from
the surrounding rocks. 1,885 outward-facing 8-inch OD PMTs 5 are mounted on the outer
surface of the stainless steel support structure, and the OD volume is covered with highly
reflective material Tyvekr(90% reflectivity at 400 nm, falling to 80% at 340 nm) to enhance
light collection. To further enhance the light collection efficiency, each OD PMT is attached
to a squared wavelength shifting plate of 60 cm in size, which absorbs the UV light from
Cherenkov radiation and emits in the blue-green wavelengths to which the PMTs are more
sensitive. The improvement in light collection due to the WLS plates is a factor of ∼ 1.5
compared to bare PMTs, and the effect on PMT timing resolution is tolerable (from 13 ns
without WLS plates to 15 ns with WLS plates) as the OD is only used as a calorimeter and
veto counter and not as a particle tracker.

Particle type and kinematics of the particles produced in the neutrino interactions are
measured by the ID. There are in total 11,129 inward-facing 20-inch ID PMTs [58] on the
inner surface of the support structure. They are mounted on the stainless steel support

5Most of the OD PMTs are recycled from the IMB experiment.
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Figure 3.13: Schematic view of the support structures and the SK inner detector “supermod-
ule”.

structure in units of “supermodule” as shown by Figure 3.13. Each supermodule is 2.1m
in height, 2.8m in width and 0.55m in thickness, and supports a 3 × 4 PMT array; it also
has two OD PMTs mounted on the other side. The effective ID photocathode coverage is
40%. Figure 3.14 shows the ID PMT structure and its photocathode quantum efficiency
(maximum of 21% at 360 nm-400 nm). The photoelectron collection efficiency at the first
dynode is > 70%; the transit time spread (r.m.s.) for a single photoelectron (p.e.) is 2.2 ns.
The PMTs are operated with a gain of 107 with high voltage ranging from 1700 to 2000 volts.
The dark noise threshold is 0.25 p.e., at which the rate in Super-K is about 3 Hz. In light of
an accident in 2001 in which a single ID PMT imploded inside Super-K and triggered a chain
reaction destroying ∼6600 PMTs, all ID PMTs are covered by an acrylic window which can
contain the shock wave generated by one PMT implosion. In order to counter the potential
bias the Earth magnetic field has on the PMTs, 26 sets of horizontal and vertical Helmholtz
coils are arranged around the inner surface of the tank to reduce the magnetic field in the
detector from 450 mG to about 50 mG.
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Figure 3.14: A schematic view of the Super-K ID PMT (left) and its photocathode quantum
efficiency as a function of wavelength (right).

3.2.3 Data acquisition

When a photon hits a PMT, a photoelectron is generated from the photocathode and ampli-
fied by the dynodes. The analog signal from the PMT is fed into a charge-to-time converter
(QTC) 6; this signal is then digitized by a time-to-digital converter (TDC) to obtain the hit
time and charge information 7. Online PCs are continuously collecting the “hit” signals. A
software trigger running on the online PCs is used at Super-K, in which the total number of
PMT hits within a running time window of 200 ns is counted; an event trigger is issued once
the count reaches a certain threshold. Only the events accompanied by a trigger are saved
on the disk for physics analyses.

The detector activities induced by the T2K beam neutrinos can be extracted based on the
neutrino arrival time. The timing signal synchronized with the MR extraction triggers the
beam monitors and is logged at J-PARC; the timing and spill information is sent to Super-K
through a VPN network, which is then returned from Super-K to J-PARC to check data
corruption (the round-trip-time is measured). The synchronization between beam trigger
timestamps at Super-K and J-PARC is at a scale of ∼ 50 ns. As shown in Figure 3.15, all
PMT hit information within ±500 µsec from the beam arrival time (with neutrino time-of-

6The new front-end boards named QBEE which stands for QTC Based Electronics with Ethernet [59]
are an SK-IV upgrade in order to lower the trigger threshold, which is need for certain Solar neutrino and
supernova relic neutrino searches. The QTC is a custom ASIC that responds to input PMT pulses by
producing a square-wave pulse.

7The PMT “hit” threshold is set at 0.25 p.e.; the timing of a hit is registered as the time when the
threshold is reached.
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flight taken into account) are stored in order to eliminate potential trigger biases. The events
within the 1 msec time window are later processed with the usual SK software triggers which
are used to search for neutrino events; any candidate events found are used for T2K data
analysis. Since the SK DAQ buffer can only store hit information for a few seconds, it is
necessary to receive the spill information from J-PARC within ∼ 10 seconds such that the
data can be promptly stored. This is monitored by the spill round-trip time (RTT) between
Tokai-Kamioka-Tokai, which is typically 30-50 msec.
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Figure 1: A schematic of T2K beam data acquisition at SK. The spill timing measured by
the GPS system at J-PARC is transferred to SK, and the beam arrival timing is calculated by
taking the neutrino TOF into account. At SK, we record all PMT hits in the ±500 µsec window
around every beam neutrino arrival time.

2 T2K data acquisition at Super-Kamiokande

2.1 Overview

In the SK DAQ system, the data from all of the “hit” signals (i.e. signals detected by a built-in
discriminator in the analog processing chips [4] on the front-end electronics modules with its
threshold level set at ∼ 0.25 p.e.) are continuously collected by online PCs. Events are extracted
by a software-trigger program running on online PCs and recorded on a disk. This “record every
hit + software-trigger” DAQ system enables us to record all the detector activities induced by
T2K beam neutrinos with a knowledge of the neutrino arrival timing at SK.

Figure 1 shows a schematic design of the T2K beam data acquisition at SK. Information
on the absolute timing of each beam spill, which is measured by using the GPS system at J-
PARC, is sent to the SK DAQ system spill by spill. To eliminate possible trigger biases, we
store all the PMT hit information within ±500 µsec from the beam arrival time at SK by taking
a neutrino time-of-flight (TOF) into account. The beam arrival time at SK is calculated by
adding the neutrino TOF (295.336 km÷299792.458 km/sec= 985.134msec, where 295.336 km is
the distance from the target of the proton beam to the SK detector center) to the arrival time
of the protons in the first bunch at the target (the measured GPS time at J-PARC corrected for
hardware delay).

In order to store the hit information around the beam arrival time, it is necessary to have
available the beam timing information from J-PARC within one second, because the current SK
DAQ system buffer can only store all the hit data for just a few seconds. The spill timing infor-
mation transfer system is described in the next subsection. Absolute spill/event time calibration
for the GPS time stamping at J-PARC and SK is crucial as well as a good stability of the GPS
systems. Details of the GPS system at SK is shown in section 2.3. T2K beam neutrino events
are searched for in the ±500 µsec T2K window data afterwards by an offline data reduction
program (see section 4).

3

2.4
5

Figure 3.15: A schematic of T2K beam data acquisition at SK. Figure is modified from [60].
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Chapter 4

Simulation and event reconstruction

This chapter will discuss the simulation of both the T2K and the Super-K experiments,
including the neutrino beam/flux simulation, detector simulation and neutrino interactions.
The second part will briefly discuss the Super-K event reconstruction which is relevant to
this analysis.

4.1 Simulation

4.1.1 T2K beam simulation

In order to accurately predict the neutrino fluxes at the near and far detectors, all processes
in the neutrino beamline need to be simulated, including the proton-target interactions, the
subsequent focusing in the magnetic horns and pion decays in the decay volume. The inten-
sity, position and beam profile of the proton beam pulses in the primary neutrino beamline
are measured by a suite of proton beam monitors and used as an input to the beam simu-
lation. The FLUKA 2008 [61] package is used to model the interactions between the proton
beam and the graphite target, which produces pions and kaons. GEANT3 [62] is used to
model the magnetic horns and decay volume and track the particles exiting the target; the
GCALOR [63] package is used to model the subsequent hadron decays. This hadron produc-
tion in the target is tuned to external data from the NA61/SHINE experiment [64] [65] and
several other hadron experiments [66] [67] by weighting each simulated hadron interaction
according to the measured multiplicity and particle production cross sections, using the true
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initial and final state hadron kinematics [68]. Figure 4.1 shows the predicted neutrino-mode
fluxes at ND280 and SK.
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Figure 4.1: The predicted T2K beam neutrino fluxes in neutrino-mode at ND280 (left) and
SK (right).

The hadron production model, proton beam profile, horn current, horn alignment etc.
contribute to the uncertainties in the flux prediction. Figure 4.2 shows the error contributions
to the νµ flux at SK in neutrino-mode from each different source. The largest contribution is
from the uncertainties on the hadron production. The largest contribution from beam mon-
itor calibrations comes from the beam current measurement, though its effect on oscillation
analyses is reduced by ND280 data. A conservative 5 kA horn current fluctuation is assigned
to estimate the horn current error; the uncertainty of horn magnetic field is defined by the
deviation of the measurement by a Hall probe from the predicted horn magnetic field. The
horn and target alignment uncertainties are obtained by survey measurements [68].

4.1.2 Super-K atmospheric neutrino flux prediction

The atmospheric neutrino flux predictions (absent neutrino oscillation) used to generate
the SK atmospheric neutrino MC are provided by Honda et. al. [69] [70]. The model of
the primary cosmic ray flux is tuned to the AMS [71] and BESS [72] measurements. The
primary cosmic rays are deflected by the earth magnetic field [73]; the influence from the solar
wind is also taken into account. The density profile of the Earth’s atmosphere used in the
simulation is based on the US-standard atmosphere 1976 model [74]. The interactions of the

47



CHAPTER 4. SIMULATION AND EVENT RECONSTRUCTION

 (GeV)νE
-110 1 10

Fr
ac

tio
na

l E
rr

or

0

0.1

0.2

0.3

µνSK: Neutrino Mode, 

Hadron Interactions

Proton Beam Profile & Off-axis Angle

Horn Current & Field

Horn & Target Alignment

Material Modeling

Number of Protons

13av2 Error

11bv3.2 Error

, Arb. Norm.νE×Φ

µνSK: Neutrino Mode, 
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cosmic ray particles in the atmosphere is simulated using DPMJET-III [75] and JAM [76];
the hadron production model is further tuned to achieve better agreement with cosmic ray
muons measurements [72] [77] [78].

Figure 4.3 shows the zenith angle distributions of the atmospheric neutrino flux averaged
over azimuthal angles at SK in the absence of neutrino oscillation. The spectra are peaked
at the horizontal direction because the cosmic ray particles traveling horizontally traverse a
longer distance in the atmosphere and therefore have a high interaction rate. The up-down
asymmetry is due to the geomagnetic field, the impact of which is greater for low energy
cosmic rays and therefore neutrinos with lower energy. Figure 4.4 shows the unoscillated
energy distributions of the atmospheric neutrinos at SK. The suppression at low energy is
due to the fact that the low energy primary cosmic ray particles are deflected by the Earth’s
magnetic field and cannot enter Earth’s atmosphere.

4.1.3 Detector simulation

The geometry of the T2K near detectors is implemented in GEANT4 [81]. GEANT4 is
used to simulate the energy deposits from the particles coming out of the neutrino-nucleus
interactions and to track their passage through the detector. The detector response, including
that of the scintillator, WLS fibers, MPPCs and electronics, and TPC electron drift and
electronics, is simulated in a customized T2K software package [53].
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The dipole structure of νe and ν̄µ seems to extend to a few 10 GeV in the horizontal

bin. In Fig. 14, we show the variation of atmospheric neutrino flux as the function of the

azimuthal angle averaging them over the same five zenith angle bins at 32 GeV calculated for

Kamioka. We still see the dipole azimuth angle variation of νe at this energy in the horizontal

15

Figure 4.3: The zenith angle distributions of the atmospheric neutrino flux averaged over
azimuthal angles at SK in the absence of neutrino oscillation. cos θ = 1 for downward-going
neutrinos and cos θ = −1 if they are upward-going. Taken from [70].
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the νe/ν̄e below 1 GeV, due to the small statistics in the observation at balloon altitude.

The muons at sea level or mountain altitude are not useful to examine the atmospheric

neutrino of these energies, since the muons result from higher energy pions at higher altitude.

In Fig. 9 we show the atmospheric neutrino fluxes as a function of the zenith angle

averaging over all the azimuthal angles at 3 neutrino energies; 0.32, 1.0, and 3.2 GeV for

Kamioka. In Fig 10 we show the comparison of the present and previous works in the ratio

as the function of zenith angle. There is a difference due to the increase of the neutrino flux

itself, but the ratio is almost constant. Actually, the calculated zenith angle dependences

are virtually the same as for the calculation in Ref [6].

It seems that the zenith angle dependence of the 3D calculation smoothly connected

to that of the 1D calculation just above 3.2 GeV for the average over all azimuth angles.

However, this is not true when we study the variation of atmospheric neutrino flux as a

function of azimuthal angle. In Fig. 11 we show the variation of atmospheric neutrino flux

as the function of the azimuthal angle averaging them over the five zenith angle ranges,

1 > cos θ > 0.6, 0.6 > cos θ > 0.2, 0.2 > cos θ > −0.2, −0.2 > cos θ > −0.6, and

−0.6 > cos θ > −1, at 1 GeV for Kamioka. It is seen in that the variation of the atmospheric

neutrino flux has complex structures at 1 GeV due to the rigidity cutoff and muon bending

13

Figure 4.4: The energy distributions of the atmospheric neutrinos at SK in the absence of
neutrino oscillation (left) and the flux ratios (right). The results from [70] are shown in red,
and the previous results (HKKM06) [69] are shown by the dash-dot line. The calculation by
the Bartol group [79] (dashed line) and FLUKA [80] (dotted line) are shown for comparison.

The software package that propagates the particles produced by the NEUT [82] neutrino
interaction generator at Super-K is SKDETSIM [53]. The detector geometry and particle
tracking are handled by GEANT3 [62]. The hadronic interactions in water in which the pion
momenta are above 500 MeV/c is handled by the CALOR physics package [83]; the rest of the
hadronic interactions are simulated by a custom routine [84]. Photon absorption, Rayleigh
scattering and Mie scattering are considered for the photon propagation in SKDETSIM; the
aforementioned processes involving photons are tuned to a number of laser calibration mea-
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surements [51]. The PMT and electronics response is also implemented based on calibration
measurements [52].

4.1.4 Neutrino interaction cross section modeling

In both ND280 and SK, the neutrino interactions are simulated by the NEUT event genera-
tor [82]. NEUT takes the input neutrino flux – whether it is the T2K beam neutrino flux or
the SK atmospheric neutrino flux – and generates events, each of which consists of particles
from neutrino-nucleus interactions based on the cross section models. Neutrino interactions
can be classified by the weak interaction boson as Charged Current (CC) and Neutral Current
(NC) as discussed in section 2.1. Figure 4.5 shows the neutrino and antineutrino per nucleon
CC cross sections divided by neutrino energy as a function of neutrino energy. At lower
energy (Eν . 1 GeV), quasi-elastic interactions dominate; as the energy goes up, resonant
pion production processes start to dominate; for Eν & 10 GeV, both the QE and resonance
cross section decreases, and the interactions are almost exclusively DIS for Eν & 100 GeV.
This section will give a brief summary of the neutrino interactions incorporated in NEUT
and used in this analysis.
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FIG. 9 Total neutrino and antineutrino per nucleon CC cross sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figures 28, 11, and 12 with the inclusion of additional lower energy
CC inclusive data from N (Baker et al., 1982), ⇤ (Baranov et al., 1979), ⌅ (Ciampolillo et al., 1979), and ? (Nakajima et al.,
2011). Also shown are the various contributing processes that will be investigated in the remaining sections of this review.
These contributions include quasi-elastic scattering (dashed), resonance production (dot-dash), and deep inelastic scattering
(dotted). Example predictions for each are provided by the NUANCE generator (Casper, 2002). Note that the quasi-elastic
scattering data and predictions have been averaged over neutron and proton targets and hence have been divided by a factor
of two for the purposes of this plot.
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scattering data and predictions have been averaged over neutron and proton targets and hence have been divided by a factor
of two for the purposes of this plot.

Figure 4.5: Total neutrino and antineutrino per nucleon CC cross sections (for an isoscalar
target) divided by neutrino energy as a function of neutrino energy. Example predictions
for each are provided by the NUANCE generator [85]. The quasi-elastic scattering data and
predictions have been averaged over neutron and proton targets and hence have been divided
by a factor of two. Taken from [86].

• Charged Current quasi-elastic (CCQE) and Neutral Current elastic inter-
actions
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In CCQE interactions, a neutrino (antineutrino) interacts with a neutron (proton),
and the exchange of a W boson results in a charged lepton of the same flavor as the
neutrino (antineutrino) and a proton (neutron). The differential cross section is given
by Llewellyn-Smith [87] analytically; in addition to the particle kinematics, the cross
section also depends on the electric, magnetic and axial form factors, all of which
are usually assumed to have a dipole form. The electric and magnetic form factors
are strongly constrained from electron-nucleon scattering; the axial form factor is also
present in neutrino-nucleon interactions and is by far the dominant one in the neutrino-
nucleon cross section [88]. It is usually parametrized with a dipole form

FA(Q2) = gA(
1 +Q2/MQE

A

2
)2 (4.1)

where gA = 1.2670 ± 0.0035 is well established from neutron β-decay [89], and the
axial mass MQE

A is constrained by neutrino-deuterium scattering experiments to be
1.026± 0.021 GeV [90]. In NC elastic interactions the neutrino or antineutrino transfer
energy to the nucleon via the exchange of a Z boson and no lepton is produced, the
cross section of which can also be calculated analytically.

For bound nuclei – in the case of T2K carbon and oxygen – the particles exiting the
nucleus can be modified by nuclear effect. The following nuclear effects are considered
in NEUT (details are described in [88] and [91]):

– A Fermi gas model is used to describe the nucleon momentum distribution inside
the nucleus, on which the initial kinematics of the nucleon depends [88].

– The nuclear binding energy needed to extract the nucleon from the nucleus is
subtracted from the energy available to the final state particles.

– Random Phase Approximation (RPA) is used to describe the overall long-range
screening/enhancement of the neutrino-nucleon interaction by the nuclear poten-
tial. The modification to the CCQE cross section is dependent on Eν and Q2 as
prescribed by the relativistic RPA model by Nieves et. al. [92]. The RPA cor-
rection is currently only considered for the CCQE interactions but not the pion
production processes.

– The re-interactions of the hadrons with the remnant nucleus, or the final state
interactions (FSI), are described by a semi-classical intra-nuclear cascade model
which will be described later in this section.

Understanding nuclear effects is very difficult. MQE
A has been used as an effective pa-
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rameter to describe neutrino-nucleus CCQE interactions. Various experiments have at-
tempted to measure the neutrino-nucleus CCQE interactions on different target nuclei,
and the measured MQE

A values often have disagreements due to the convolution with
nuclear effects. Therefore, the parameters used to describe neutrino-nucleus CCQE
interactions are left with no prior constraints in the fit to ND280 data.

• Multi-nucleon effect
Multi-nucleon effect refers to processes in which two or more correlated nucleons are
ejected from the nucleus together when a neutrino interacts with one of them. The Mini-
BooNE measurement of CCQE cross section [93] yields MQE

A = 1.35±0.17 GeV, which
is significantly different from other experiments. It is found that such a discrepancy
in MiniBooNE can be resolved by the inclusion of multi-nucleon neutrino interactions.
Predictions for the multi-nucleon-neutrino interactions arise from the multi-body ex-
pansion of the weak propagator in the medium: the first-order expansion corresponds
to the CCQE interaction where the hadronic vertex involves a single nucleon-hole pair
(“one particle, one hole”, or 1p1h); the second-order terms involve additional nucle-
ons or resonances in the hadronic current – the former is often called a “two particle,
two hole” (2p2h) interaction, which means it involves two particles ejected from the
nucleus and two holes in the nucleus [94]. Neutrino multi-nucleon interactions appear
like CCQE interactions in SK but with different lepton kinematics. Therefore, failure
to properly account for the multi-nucleon interactions can result in biases in the neu-
trino energy reconstruction as the energy reconstruction of the T2K beam neutrinos
at SK is dependent on the lepton kinematics. Figure 4.6 shows the effect in recon-
structed neutrino energy due to the multi-nucleon interactions. T2K (NEUT) adopts
the multi-nucleon model given by Nieves et. al. [92]; the details of the implementation
is described in [94].

• CC/NC single pion production
CC and NC resonant pion production also happen in the energy range (the model cut-off
is at W < 2 GeV, whereW is the hadron invariant mass) of T2K beam neutrinos and SK
atmospheric neutrinos. Figure 4.7 shows the Feynman diagrams of the charged current
resonant pion production processes which involves a ∆ (higher resonances are also
considered in NEUT if kinematically allowed); the following neutral current resonant
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Figure 3: Neutrino energy reconstructed from final-state lepton, assuming stationary
target nucleon. Shown here are two neutrino energies, with sample of CCQE and
npnh interactions.

this model was also selected because the predictions and code were made available138

to T2K collaborators by the authors.139

3 The multi-nucleon interaction model of Nieves140

et al.141

Nieves and collaborators used a many-body approach to calculate the total lepton142

scattering cross-section in the few-GeVregion. First applied to the calculation of the143

electron cross-section [13], the approach was later used to calculate neutrino cross-144

sections for leading-order, second-order and some third-order scattering processes [12,145

14].146

3.1 Basic procedure illustrated by electron-scattering147

The basic method is best described in [13] for the case of electron scattering. The148

general procedure is the same for neutrino scattering, with the substitution of the149

virtual photon propagator in electron scattering with the W-boson propagator for150

neutrinos.151

For electrons, the object of interest is the self-energy of an electron moving in152

infinite nuclear matter (note the correspondence between the self-energy and the153

forward-scattering cross-section from the optical theorem). A diagrammatic repre-154

sentation of the self-energy is shown in Figure 4.155

Averaging over the electron spin-states, the electron self-energy can be expressed156

6

Figure 4.6: Neutrino energy reconstructed from final-state lepton, assuming stationary target
nucleon. Two neutrino energies are shown; the multi-nucleon processes are label “MEC”.
Taken from [94].

pion production processes can also happen via the exchange of a Z boson

νl + p→ νl + π+ + n,

νl + p→ νl + π0 + p,

νl + n→ νl + π0 + n,

νl + n→ νl + π− + p.

(4.2)

The model implemented in NEUT is given by Rein-Sehgal [95] with a modified form
factor which emphasizes the ∆(1232) contribution [96] and takes into account the lep-
ton mass effects [97]. The resonance-resonance intereference is also accounted for, while
resonance-non-resonance is neglected. The non-resonant processes in which the pion is
produced at the interaction vertex without going through a resonant stage is only mod-
eled for isospin-1/2 (I1/2) interaction channels [88]. The three parameters in the Rein-
Sehgal model – the axial mass MRes

A , the axial form factor at Q2 = 0 CA
5 (0) and the I1/2

non-resonant background, are tuned by external bubble chamber data [98] [99]. This
treatment is acceptable for the T2K energy range where generally speaking W < 1.4
GeV; more massive resonances, non-resonance processes and their interference become
important at higher energy. Improvements have been made to significantly improve
the Rein-Sehgal model by including amplitudes from I3/2 and I1/2 non-resonant back-
grounds and the resonance-non-resonance interference that arises [100].
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the interaction proceeds without going through a resonant state. This is often re-685

ferred to as the “non-resonant background”, with more detailed information given686

in subsubsection 4.1.1.687

Neutrino induced single pion production on nucleons via intermediate resonance688

occurs through three charged-current channels:689

⌫l + p ! l� + ⇡+ + p (12)

⌫l + n ! l� + ⇡+ + n (13)

⌫l + n ! l� + ⇡0 + p (14)

and four neutral-current channels:690

⌫l + p ! ⌫l + ⇡+ + n (15)

⌫l + p ! ⌫l + ⇡0 + p (16)

⌫l + n ! ⌫l + ⇡0 + n (17)

⌫l + n ! ⌫l + ⇡� + p (18)

with anti-neutrino equivalents following naturally. The pion-nucleon system is cre-691

ated through the decay of the intermediate resonance.692

(a) CC1⇡+1p (b) CC1⇡+1n (c) CC1⇡0

Figure 38: Charged current single pion production processes on a nucleon via di↵erent
intermediate �(1232) resonances.

Figure 38 show the three charged-current diagrams via a �(1232) resonance.693

Higher-order resonances also contribute to these diagrams (replace the �(1232) with694

your favorite allowed nucleon resonance), and the probability of the final state is pro-695

portional to the amplitude of the coherent sum of all the resonance contributions,696

including their interference.697

698

Figure 39 shows the total integrated cross-section ((a) and (b)) and di↵erential699

cross-section with respect to the hadronic mass for the T2K flux (c) for the three700

charged-current channels in Figure 38. The CC1⇡+1p channel is clearly dominant701

for the total cross-section, which in turn is dominated by the �(1232) resonance702

42

Figure 4.7: The Feynman diagrams of charged current resonant pion production [88].

• Coherent pion production interaction
In the coherent pion production interactions, a neutrino scatters off the entire nucleus
(rather than an individual nucleon) and produces a pion without exciting the nucleus,
as shown by Figure 4.8. The energy transferred from the neutrino to the nucleus has to
be small in order to satisfy this condition. Similar coherent pion production can also
happen in the neutral current channels, in which a π0 is produced. The cross sections
of the coherent pion production processes are small compared to the resonant pion
production channels. NEUT uses the Rein-Sehgal coherent model [101], which is shown
to overestimate the cross section by the MINERνA coherent π± measurement [102]. An
ad hoc reweighting is extracted from a comparison of the coherent pion production cross
section in NEUT with that measured by MINERνA, and applied to T2K and SK MC
events [88].

T2K-TN-315-v4.0

4 The single pion production process647

There has been a increased interest from T2K oscillation analyses into single-pion648

modeling, following the inclusion of the SK 1Re1eMichel sample and the upcoming649

2R⇡. Neutrino induced single-pion production is no longer just a background for650

oscillation analysis, it is also the signal.651

The single-pion final state arises from numerous processes with di↵erences in652

strengths and kinematic phase space. The main classes of the contributions are653

shown in Figure 36.654

(a) Resonance excitation (b) Multi-pion processes (c) Coherent production

Figure 36: Various charged current interaction classes contributing to the single-pion
final state.

Figure 1 shows that the largest pion production cross-section in NEUT 5.3.3 is655

the neutrino-nucleon single pion production via an intermediate resonance, discussed656

in subsection 4.1.657

Once nuclear and detector e↵ects are considered, the multi-pion interactions in658

the transition region1 contribute a significant cross-section to the single-pion final659

state, because of pion final-state-interactions.This class of interaction is detailed in660

section 6.661

662

The coherent pion production cross-section2 is small in comparison to resonant663

and multi-⇡ production, but importantly populates a very specific part of phase664

space. This process will be discussed in Sec. 4.2. The neutrino interacts with the665

nucleus as a whole and no quantum numbers are exchanged between the outgoing666

pion and the nucleus: the process has most of its strength concentrated at low Q2
667

and changes the nuclear CC1⇡+ final state prediction considerably in that region.668

Figure 37 highlights the importance of the coherent pion production model for669

predicting the MiniBooNE CC1⇡+ [40] Q2 distribution (top). It largely mimics670

the e↵ects of the single-pion production parameters MRES
A and CA

5 (0) on the Q2
671

1Defined in NEUT to have N⇡ > 1 and 1.3 < Wtrue < 2.0 GeV after the initial nucleon
interaction.

2Which produces a 1l�1⇡+ (CC) or 1⌫1⇡0 (NC) final state, similar to resonant production but
without the nucleon

40

Figure 4.8: The Feynman diagram of coherent pion production [88].

• Deep inelastic scattering
In deep inelastic scattering (DIS), the neutrino interacts with a quark inside a nu-
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cleon by exchanging a W or Z boson, breaking the nucleon and producing hadrons
from the quark fragmentations. The transition region (where the momentum transfer
is 1.4 < W < 2.0 GeV) is simulated by a superposition of different models: single
pion production processes are handled by the model previously discussed; events with
multiple pions are simulated by a DIS-like model called the multi-pion mode [88]. For
W > 2.0 GeV, all events are generated using the PYTHIA [103] DIS model. The DIS
double differential cross section with respect to Bjorken x (i.e. fraction of the nucleon
momentum carried by the struck quark) and y (the fraction of the neutrino energy
transferred to the hadronic system) formulation is given by [104] and modified to take
into account the lepton mass. Because the Parton Distribution Functions (PDF) used
in NEUT are relatively old [105], the Bodek-Yang correction [106] is applied to the low
Q2 region where the perturbative QCD techniques do not work.

• Final state interactions (FSI) and secondary interaction (SI)

1 Cross sections for oscillations
The global neutrino physics program is currently focused on studying the open ques-
tions about neutrino oscillations such as precision measurements of neutrino mixing
parameters, �CP measurement, neutrino mass ordering and sterile neutrinos. Neu-
trino oscillations can be studied by observing the energy and flavor spectra of a beam
of neutrinos (e.g., from an accelerator) at the beam source (usually with a near detec-
tor), before oscillations have started, and at the far detector, after oscillations have
occurred. In addition to understanding the beam precisely, oscillation measurements
also require a thorough understanding of neutrino-nucleus interactions to accurately
reconstruct the incoming neutrino energy and compare the near and far fluxes. When
neutrinos interact with the target material in a detector, they interact with nucle-
ons that are bound within nuclei; the heavier the nuclei, the larger the impact of
the nuclear environment. The universal scheme of using near detector (ND) data to

Figure 1: (left) Illustration of how various processes get triggered when a neutrino
interacts with a nucleus. (right) Neutrino energy landscape of current and future
oscillation experiments.

constrain oscillation measurements in the far detector (FD) is not perfect due to os-
cillated flux and differences in E⌫ ; usage of different detector technologies and nuclear
targets can further complicate this scheme. Furthermore, the physics of neutrino os-
cillations depends on the initial neutrino state, and cross sections measured in the ND
do not necessarily represent this due to flux uncertainties and detector effects. Also,
to attain high statistics, modern neutrino experiments use heavier targets, where nu-
clear effects such as nucleon correlations and final state interactions (FSI) introduce
significant complications and hadron kinematics come into play (see Fig. 1, left). For
these reasons, experiments rely on nuclear models to convert the neutrino energy
and flavor spectra detected at ND to initial interaction energy and spectra. Much
of our understanding of neutrino scattering comes from data from light nuclei such

1

Figure 4.9: Illustration of the processes that can happen for a pion inside a nucleus. Taken
from [107].

The final state interactions, or in other words the re-interaction of pions 1 from neu-
trino interactions before they exit the nucleus, can modify the topology of the observed
events. The underlying physics behind secondary interactions in which the pions inter-
act with a nucleus somewhere else in the detector is the same as FSI. Figure 4.9 shows

1NEUT also considers the FSI of other heavier mesons and nucleons, but their occurrence is much less
frequent than pions.
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the processes that can take place for a pion inside the nucleus on its way out: it can be
elastically scattered, absorbed, gain or lose electric charge, or generate more hadrons.
These pion interactions are simulated in NEUT using a semi-classical intra-nuclear
cascade model. The starting point of the pion after it is produced by a neutrino inter-
action is chosen randomly from a nucleus density profile modeled by a three-parameter
Fermi model [91], and said parameters can be determined by electron-nucleus scattering
measurements [108]. The initial pion momentum is derived from the primary neutrino
interaction. The pion propagation is then treated classically within the nucleus medium
with a finite number of steps and the step size dx = RN/100, where RN is the nucleus
radius. At each step, a probability is assigned for each of the four processes and which
process, if any, the pion will go through is determined through Monte Carlo. The pion
cascade will continue until it is absorbed or exits the nucleus. Since the physics be-
tween FSI/SI and pion-nucleus scattering is modeled in a similar manner, the NEUT
cascade model is tuned by external π±-A scattering data as described in [91]. Table 4.1
summarizes the parameters which are used in the pion cascade model and constrained
by the fit to external data; each parameter scales the macroscopic probability of the
corresponding process.

Parameter Description Momentum region (MeV/c)
FEFABS Absorption < 500
FEFQE Quasi-elastic scatter < 500
FEFCX Single charge exchange < 500
FEFQEH Quasi-elastic scatter > 400
FEFCXH Single charge exchange > 400
FEFINEL Hadron (N+nπ) production > 400

Table 4.1: The NEUT FSI probability scaling parameters used in the pion scattering fit. The
overlap in the momentum regions is due to blending of the high and low energy models in
NEUT [91].

4.2 Super-K event reconstruction

A neutrino event observed at Super-K consists of the charge and time recorded for every PMT
hit. This information needs to be parsed by the reconstruction algorithm, which identifies
the type and kinematics of the outgoing particles, before it can be used in physics analyses.
This section summarizes the reconstruction algorithm at SK named fiTQun: it employs a
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maximum likelihood method, in which a prediction of the hit charge and time can be made
for each PMT based on a particle hypothesis, and the best hypothesis can be found by a
comparison between the prediction and the measurement. The core algorithm of fiTQun is
based on the MiniBooNE reconstruction algorithm [109]. All discussions in the section is
based on the references [110] and [111], in which more details about the fiTQun algorithm
can be found.

4.2.1 Subevent algorithm

At the start of event reconstruction, an SK event (i.e. PMT hits) is first divided into time
clusters of hits, or subevents; there can be at most one charge and one time for each PMT in
each subevent. The subevent algorithm is meant to separate events that happen at different
time. For example, a muon neutrino CCQE interaction produces a muon, which triggers the
event; the subsequent decay electron from the muon may happen a few µsec later, and the
hits induced by the decay electron will be in a different time cluster, or subevent, from the
muon hits. An event in SK typically includes the detector activity in a ∼ 10 µsec window
around the trigger time and may contain several subevents. The subevent algorithm searches
for subevents and associates the PMT hits with each of them; each subevent is then passed
on to the maximum likelihood fit.

The subevent algorithm starts by performing a quick fit to obtain the event vertex, which
can be done by searching for the vertex position x and time t that maximizes the following
vertex goodness metric:

G(x, t) =
hit∑
i

exp

−
(
ti − t− |Ri

PMT − x|/cn
)2

2σ2

 (4.3)

where Ri
PMT is the position of the i-th PMT, ti the hit time, cn the speed of light in water,

and σ = 4 ns. Then the vertex position that maximizes Eq. 4.3 is fixed while a scan of the
vertex goodness as a function of t is performed. Subevents appear as large peaks in the vertex
goodness distribution as a function of t (the peak-finding algorithm is described in [110]) if
the vertices of all subevents are in close proximity.

A time window near each peak is defined as the duration of each subevent such that a
PMT has at most one hit within said time window. The time window of a given time peak is
found by calculating the earliest and latest hit times ti such that the following residual time
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with respect to the peak time Tk

T ires = ti − Tk − |Ri
PMT − x|/cn (4.4)

satisfies −180 < T ires < 800 ns. Once the time window around each peak is found, a vertex
fit using Eq. 4.3 is performed again – this time for each time window separately. This is
important for identifying fake time peak if the vertices of the subevents are far apart. The
remaining time peaks and their associated time windows are the final subevents which are
then passed on to further reconstruction. The number of subevents is a good proxy for the
number of decay electrons in an event (number of subevent = number of decay electrons +
1).

4.2.2 Likelihood function

The core of the fiTQun algorithm lies in the likelihood function which simultaneously takes
into account the time and charge information of all PMTs in SK. For each subevent, the
following likelihood function can be constructed given a particle hypothesis:

L =
unhit∏
j

Pj(unhit|x)
hit∏
i

{1− Pi(unhit|x)}fq(qi|x)ft(ti|x) (4.5)

where x is a hypothesis which includes the particle type, vertex, direction and momentum 2.
The index j runs over all unhit PMTs multiplying the probability of each PMT not registering
a hit given the hypothesis x. The index i runs over all the hit PMTs; (1 − Pi(unhit|x)) is
the probability of the i-th PMT registering a hit; fq(qi|x) is the likelihood of the i-th PMT
observing qi amount of charge, while ft(ti|x) is the likelihood of it observing the hit at time ti.
Many hypotheses are tested, and the one that maximizes the likelihood function is deemed
as the reconstructed event and used in the physics analyses.

4.2.3 Predicted charge calculation

In practice, the PMT and electronics response is separated from the particle and optical
propagation by introducing the predicted charge µi – the mean number of photoelectrons

2The hypothesis can include more than one particle.
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expected at the i-th PMT give a hypothesis. In this case Eq. 4.5 can be rewritten as

L =
unhit∏
j

Pj(unhit|µj)
hit∏
i

{1− Pi(unhit|µi)}fq(qi|µi)ft(ti|x) (4.6)

where fq(qi|µi) now only explicitly depends on the PMT and electronics response, while
Pi(unhit|µi) depends on µi through its relation with x. Naturally the likelihood calculation
can be divided into two steps: (1) the predicted charge µi at the position of each PMT is
calculated based on the particle hypothesis x and then (2) Pi(unhit|µi) and fq(qi|µi) can be
evaluated based on µi.

R

s

PMT

Figure 1: Schematic diagram describing the relevant variables for predicted charge calculation.

2.2.1 Charge Normalization Factor117

The factor Φ(p) is a function of the particle’s initial momentum, and it is proportional to the118

average total number of photons the particle at the specified initial momentum emits. Φ(p) also119

absorbs proportionality factors that are not accounted for by other factors in Eq.(3), such as120

the quantum efficiencies of the PMTs, and gives proper normalization to the predicted charge.121

For the quantum efficiencies, we apply corrections for PMT-by-PMT variations to Φ(p), based122

on the data obtained from detector calibrations. Finally, the overall normalization of Φ(p) is123

tuned using particle gun MC so that it gives unbiased reconstructed momentum.124

2.2.2 Cherenkov Emission Profile125

The factor g(p, s, cos θ) is called the Cherenkov emission profile, and it represents the fraction of126

photons emitted per unit solid angle per unit track length at angle θ from the particle direction,127

when a particle with initial momentum p has traveled a distance s along the particle track. For128

each particle type, the profiles are generated at a range of discrete initial momentum values129

using a GEANT3-based detector simulation(SKDETSIM), and representative distributions for130

electrons and muons are shown in Figure 2.131

It is seen from the figure that for electrons, photon emission peaks at cos θ ≈ 0.75 regardless132

of the momentum, which corresponds to the opening angle of the Cherenkov cone from a particle133

with β = 1 in water. On the other hand, opening angle for muons are dependent on momentum,134

and we see the collapse of the Cherenkov cone as the particle travels. The showering nature135

of the electron Cherenkov rings manifests as the broad angular distribution of the profiles for136

electrons.137

Since the total number of emitted photons are already accounted for by the factor Φ(p), we138

normalize g(p, s, cos θ) such that139

Z
g(p, s, cos θ)dsdΩ = 1. (4)

5

Figure 4.10: Schematic diagram describing the variables relevant to the predicted charge
calculation. The white dot is the initial position of the particle. Taken from [110].

The predicted charge from both the direct Cherenkov radiation and the indirect light
from processes such as light scattering in water and reflections from the walls and PMTs are
taken into account when calculating µi. The predicted charge from direct light on the i-th
PMT can be calculated by the following integrand:

µdir
i = Φ(p)

∫
ds g(p, s, cos θ)Ω(R)T (R)ε(η) (4.7)

where s, θ, R, η 3 are illustrated by Figure 4.10. The meaning and calculation of each term
in Eq. 4.7 are listed below:

• Φ(p) is the charge normalization factor which is a function of the particle initial momen-
3R, θ, η are dependent on the event hypothesis x and s, and therefore the integration is over s only.
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tum; it also absorbs other proportionality factors such as the PMT quantum efficiency,
which is implemented PMT-by-PMT based on detector calibrations. The overall nor-
malization of Φ(p) is also tuned by particle gun MC to achieve unbiased reconstructed
momentum.

• g(p, s, cos θ) is the Cherenkov emission profile which describes the number of photons
emitted per unit track length per unit solid angle by a particle with initial momentum
p, at an angle θ with respect to the particle direction and a distance s from the initial
vertex. g(p, s, cos θ) is pre-generated and saved by running SKDETSIM for different
particle type and momentum hypotheses and then normalized to 1:

∫
dsdΩ g(p, s, cos θ) = 1 (4.8)

Figure 4.11 shows an example of the Cherenkov emission profiles. Note that the PID
information is encoded in g(p, s, cos θ).
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Figure 2: Cherenkov emission profile g(p, s, cos θ) for electrons(top) and muons(bottom) at a
range of initial momentum. Horizontal axes represent the cosine of the angle from the particle
direction, and vertical axes are the distance traveled from the initial position of the particle.

2.2.3 Solid Angle Factor140

Ω(R) represents the solid angle subtended by a PMT at distance R, viewed from its normal. In141

order to reduce computation time, the factor is approximated by a function of a simple form:142

Ω(R) =
a2

2(R2 + a2)
, (5)

where a = 25.4cm is the radius of the PMT. The approximation holds sufficiently well at distance143

R >1m.144

2.2.4 Light Transmission Factor145

The attenuation of direct light due to absorption and scattering in water is represented by146

the factor T (R). This factor can be determined by using the following modified versions of147

SKDETSIM:148

• ScatToAbs (Direct Light Only): All light that would have been scattered is instead149

immediately absorbed, so all light reaching the PMTs is direct light150

• NoScatNoAbs (Perfect Transmission): No light is ever absorbed, scattered, or re-151

flected, and all light that reaches the PMT glass produces a photoelectron (i.e. all PMT152

quantum efficiencies are set to unity).153

Special Monte Carlo samples are generated in each of ScatToAbs and NoScatNoAbs modes.154

Each event consists of 100 simultaneous 3 MeV electrons that are started from a single vertex155

with an isotropic direction distribution. The goal of these “electron bombs” is to approximate156

a point source of Cherenkov light.157

For the transmission function determination, electron bombs were generated along a line158

connecting PMT 8500 (middle of the top endcap) and PMT 10248 (middle of the bottom endcap)159

6
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Figure 2: Cherenkov emission profile g(p, s, cos θ) for electrons(top) and muons(bottom) at a
range of initial momentum. Horizontal axes represent the cosine of the angle from the particle
direction, and vertical axes are the distance traveled from the initial position of the particle.

2.2.3 Solid Angle Factor140

Ω(R) represents the solid angle subtended by a PMT at distance R, viewed from its normal. In141

order to reduce computation time, the factor is approximated by a function of a simple form:142

Ω(R) =
a2

2(R2 + a2)
, (5)

where a = 25.4cm is the radius of the PMT. The approximation holds sufficiently well at distance143

R >1m.144

2.2.4 Light Transmission Factor145

The attenuation of direct light due to absorption and scattering in water is represented by146

the factor T (R). This factor can be determined by using the following modified versions of147

SKDETSIM:148

• ScatToAbs (Direct Light Only): All light that would have been scattered is instead149

immediately absorbed, so all light reaching the PMTs is direct light150

• NoScatNoAbs (Perfect Transmission): No light is ever absorbed, scattered, or re-151

flected, and all light that reaches the PMT glass produces a photoelectron (i.e. all PMT152

quantum efficiencies are set to unity).153

Special Monte Carlo samples are generated in each of ScatToAbs and NoScatNoAbs modes.154

Each event consists of 100 simultaneous 3 MeV electrons that are started from a single vertex155

with an isotropic direction distribution. The goal of these “electron bombs” is to approximate156

a point source of Cherenkov light.157

For the transmission function determination, electron bombs were generated along a line158

connecting PMT 8500 (middle of the top endcap) and PMT 10248 (middle of the bottom endcap)159

6

Figure 4.11: Cherenkov emission profile for electrons (top) and muons (bottom) at different
initial momenta. Taken from [110].
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• Ω(R) is the solid angle factor:

Ω(R) = a2

2(R2 + a2) (4.9)

where a = 25.4 cm is the PMT radius. It is a good approximation for R > 1 m.

• T (R) is the light transmission factor which describes the attenuation of the direct light
due to absorption and scattering in water. It takes the following form:

T (R) = exp(−R/Latt) (4.10)

where Latt is the attenuation length. It is determined by MC studies to be 72 m.

• ε(η) is the PMT angular acceptance function, with the effect of shadowing by neigh-
boring PMTs taken into account. It is obtained by detector simulation.

The predicted charge from indirect light due to light scattering in water or reflection from
detector parts are calculated by the following integrand:

µsct
i = Φ(p)

∫
ds 1

4πρ(p, s)Ω(R)T (R)ε(η)A(s) (4.11)

where
ρ(p, s) =

∫
dΩ g(p, s, cos θ) (4.12)

is the fraction of photons emitted per unit track length, at a distance s from the vertex
along the particle trajectory; it amounts to an isotropic light source. Without the term A(s),
Eq. 4.11 is equivalent to the total charge of an isotropic light source traveling along the track
with the same intensity as the Cherenkov radiation:

µiso,dir
i = Φ(p)

∫
ds 1

4πρ(p, s)Ω(R)T (R)ε(η) (4.13)

therefore,
A(s) = dµsct

i

dµiso,dir
i

4 (4.14)

In practice, A(s) is tabularized by six parameters as illustrated by Figure 4.12:

A(s) = A(xPMT, zvtx, Rvtx, ϕ, φ, θ) (4.15)
4There is an option in SKDETSIM to track the origin of each photon; the simulation of PMT response

can be turned off for the direct light in order to calculate the predicted charge only from indirect light.
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which is also referred to as the scattering table. If the Cherenkov opening angle does not
depend on the momentum of the particle (a good assumption for electrons), then A(s) has no
dependence on the momentum, which means the scattering table are common for particles of
any momentum given it only depends on the relative positioning of the PMT and the particle
and its direction. The scattering table is linearly interpolated during the fit.

zPMT

zvtx

Rvtx

(θ,ϕ)

φ

Figure 5: A schematic diagram which describes the relevant variables for the scattering table.
For PMTs on the top or the bottom wall, the distance RPMT of the PMT position from the
vertical axis at the tank center is used, instead of zPMT.
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Figure 6: The photon acceptance factor J(s) (black) overlaid with an approximating parabola
(red). The coefficients for the parabola is obtained by evaluating J(s) at the three points
indicated by the hollow circles. The plot is for the initial conditions R = 500cm, θ = 90◦,
η = 0◦.

11

Figure 4.12: A schematic diagram which describes the relevant variables for the scattering
table. Taken from [110].

Integrating Eq. 4.7 and Eq. 4.11 can be prohibitively slow. Therefore, the following
approximation is employed when calculating the integrands:

J(s) = Ω(R)T (R)ε(η) ≈ j0 + j1s+ j2s
2 (4.16)

where the coefficient ji are evaluated using three points on the particle trajectory. Since A(s)
changes slowly as a function of s, the following approximation is made for indirect light:

J(s)A(s) ≈ k0 + k1s+ k2s
2 (4.17)

The total predicted charge for each PMT is

µi = µdir
i + µsct

i (4.18)
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4.2.4 Unhit probability and charge likelihood

The predicted charge in Eq. 4.18 is the averaged charge on a PMT, therefore the probability
of producing no charge when the average is µ is e−µ. In order to take into account the
threshold effect of PMTs, the following unhit probability is used:

P (unhit|µ) =
(
1 + a1µ+ a2µ

2 + a3µ
3
)
e−µ (4.19)

where the coefficients are obtained from detector simulation.

The charge likelihood fq(q|µ) is generated in the following way: photoelectrons are gen-
erated following a Poisson distribution with mean µ, and the observed charge q by the hit
PMTs is obtained through detector simulation. Figure 4.13 shows an example of the nor-
malized charge likelihood for different values of predicted charge. The charge likelihood is
evaluated in the fit through interpolations.
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Figure 7: The unhit probability P (unhit|µ) with(red) and without(blue) the correction of the
PMT threshold effect. The data points show the values obtained from detector simulation.
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Figure 8: The normalized charge likelihood fq(q|µ) at a range of predicted charge µ. The data
points are obtained from the detector simulation, and the solid lines indicate the fitted function,
which is used when evaluating the likelihood in the fitter.
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Figure 8: The normalized charge likelihood fq(q|µ) at a range of predicted charge µ. The data
points are obtained from the detector simulation, and the solid lines indicate the fitted function,
which is used when evaluating the likelihood in the fitter.
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Figure 4.13: The normalized charge likelihood fq(q|µ) with given predicted charge. The data
points are obtained from detector simulation, and the polynomial fit is shown by the solid
lines.

4.2.5 Time likelihood

The time likelihood ft(ti|x) is expressed in terms of the predicted charge from direct and
indirect light, particle momentum and the following residual time:

tres
i = ti − t− smid/c− |RPMT

i − x− smidd|/cn (4.20)
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where x, t are the event vertex and time, d is the particle direction, smid is the half-length of
the track, RPMT

i is the PMT position, cn is the speed of light in water. The time likelihood
is written as:

ft(tres
i ) = ωfdir

t (tres
i ) + (1− ω)f sct

t (tres
i ) (4.21)

where
ω = 1− e−µdir

1− e−µdire−µsct (4.22)

fdir
t (tres

i ) and f sct
t (tres

i ) are the time likelihood from direct and indirect light, respectively,
which are dependent on the predicted charge and particle momentum as well (the width
of the residual timing distribution is determined by the particle momentum and predicted
charge).

Particle gun simulation studies are used to generate direct light residual time distributions
for various values of particle momentum and predicted charge, and each distribution is fitted
with a Gaussian. The evaluation of the direct light time likelihood is done through interpo-
lation in the fit. The residual time distributions from indirect light is currently modeled by
the following expression:

f sct
t (tres) = 1/

(√
π

2σ + 2γ
)
×

 exp(−τ 2/2σ2) (τ < 0)
(τ/γ + 1) exp(−τ/γ) (τ > 0)

(4.23)

where τ = tres − 25ns, σ = 8ns, and γ = 25ns are obtained from a fit to indirect light-
only simulation study. The functional shape is chosen to reproduce the typical shape of the
indirect light time residual distribution which has a long tail on the right due to the reflected
light.

4.2.6 Single-ring event reconstruction

After the vertex pre-fit and subevent finding algorithms described in section 4.2.1, for each
subevent the fiTQun single-ring hypotheses consider three types of particles: electron, muon
and π±. Compared to the electron and muon hypotheses, the π± hypothesis has an extra
parameter for the energy lost before it interacts hadronically. For each particle hypothesis, the
best track parameters x are found by minimizing − lnL, where L is the likelihood described
by Eq. 4.5. The minimizer program used in fiTQun is MINUIT [112]; aside from the best-fit
track parameters it also returns the value of − lnL. The particle ID is determined by the
comparison of the log likelihood of different particle type hypotheses. For example, if a track

64



CHAPTER 4. SIMULATION AND EVENT RECONSTRUCTION

has ln(Le/Lµ) > 0, then it is more likely to be an electron track rather than a muon track.
In practice, the following criteria is chosen to distinguish e-like and µ-like events:

ln(Le/Lµ) > 0.2× prec
e [MeV/c] (4.24)

where prec
e is the reconstructed momentum in the electron hypothesis. Figure 4.14 shows

the ln(Le/Lµ) v.s. prec
e distributions from electron and muon particle gun studies. It can

be clearly seen that the two species are well separated by such a cut line. In practice, the
cut criteria such as the e v.s. µ, µ v.s. π±, or single-ring v.s. multi-ring separation can be
decided by the user based on the needs of individual analyses.

Figure 28 shows the likelihood separation of single-ring electron and muon particle gun events.566

The vertical axes are ln (Le/Lµ), and the horizontal axes are the reconstructed single-ring elec-567

tron fit momentum. As it can be seen from the figure, electron events are clearly separated from568

muon events by making a line cut, which is defined as:569

ln (Le/Lµ) > 0.2 × prec
e [MeV/c]. (26)

The misidentification rate of electron and muon particle gun events are shown as a function of570

APfit visible energy in Figure 29. The early-decay cut, which was mentioned earlier, as well as571

Fully-Contained, true fiducial, single-ring selections, are applied to the sample.
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Figure 28: Likelihood separation of single-ring electron(left) and muon(right) particle gun events.
The vertical axes are ln (Le/Lµ), and the horizontal axes are the reconstructed single-ring elec-
tron fit momentum. The black lines indicate the cut criteria for electron-muon separation.
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Figure 29: Misidentification rate of single-ring electron(left) and muon(right) particle gun events,
binned by APfit visible energy. The red markers indicate the performance of fiTQun, and the
black markers are for APfit.

572

Figure 30 shows the likelihood separation of single-ring atmospheric νe CCQE and νµ CCQE573

events. Since the early-decay cut is not applied here, there are low-energy events above the574

cut line in the right plot which are events in which the primary muon is near or below the575

Cherenkov threshold, and the decay electron was triggered and reconstructed instead of the576

muon. The misidentification rate of νe CCQE and νµ CCQE events are shown as a function of577

32

Figure 4.14: FiTQun likelihood separation of single-ring electron (left) and muon (right)
particle gun events. The black lines show the cut criteria for the e/µ separation. Taken
from [113].

4.2.7 Multi-ring fit

A dedicated π0 fit is written in fiTQun by extending the single-ring fit formulation to include
two γ’s with a shared vertex. Figure 4.15 shows the π0 hypothesis schematic: π0 almost
always decays instantly into two photons, and each photon then travels some distance before
producing a e+e− pair that travel in the same direction as the photon. Therefore, the
signature of a π0 is two showering tracks that can be traced back to a common vertex. As
a result, the π0 hypothesis has 12 tracks parameters: the common vertex (x, y, z, t), the
directions of both photons (θ1, φ1), (θ2, φ2), the photon momenta p1, p2, and the distance
d1, d2 the photons travel before converting into e+e−. The likelihood is evaluated by the
same procedure as previously described and the best-fit track parameters are found through
− lnL minimization.
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Figure 32: A cartoon of the components of the π0 hypothesis fit is shown. Each photon has a
direction, momentum, and conversion length, and both point back to a common vertex.

photons, a seed value of 50 cm was chosen. The direction that produces the lowest value of613

-ln(L) is chosen as the fit seed.614

The second-track-direction scan produces an initial guess of all 12 π0 fit parameters. However,615

the resulting seed momenta for the two photons are not well estimated. The single-track-electron616

fit tends to overestimate the momentum of first track due to the extra light produced by the other617

track in the event, and the momentum of the second ring was arbitrarily chosen. To improve618

the estimates of these parameters, a 2-parameter fit is performed in which only the momenta of619

the photons are allowed to vary while the other 10 parameters are fixed to the result from the620

direction scan. Once the seed is established a full 12-parameter π0 fit is performed. The stages621

of the seeding for one example event are shown in Figure 33.622

One additional modification to the π0 fit seeding is needed to correct a particular failure mode623

of the single-track electron fit in events that contain 2 rings. If a low momentum π0 decays about624

4 m from an inner detector wall, it can produce a small ring on the closest wall, and large ring625

on the more distant, opposite wall. An example of such an event is shown in Figure 34. In this626

particular geometry, the single-track electron fit interprets the small ring as backward scattered627

light and pulls the vertex closer to the wall, as seen in Figure 35. To correct for this, any event628

in which the single-track fit has been pulled from the vertex prefit by more than 2.8 m is now629

shifted 4 m downstream before performing the second-track direction scan. The result of this630

modification can be seen in Figure 36. The bump in the π0 mass spectrum around 10 MeV is631

removed with this change, and all of these events have migrated to the proper π0 mass. The632

corresponding shoulder at low likelihood ratios has also been reduced.633

All T2K event selections prior to the summer 2013 analysis used the POLFit reconstruction634

algorithm to find and reject π0 events [3]. POLfit fixes the direction of the first photon ring to635

the result of the single ring, e-like fit, and only fits for the direction and energy fraction of the636

second ring (3 parameters). POLfit also does not use any PMT hit time information, and the637

scattering light prediction only comes from a Raleigh-like scattering model with no contribution638

from reflected light. More details an the POLFit algorithm can be found in T2K Technical Note639

5 [3]. The remainder of this section will show the results of the fiTQun π0 fit compared to those640

35

Figure 4.15: A diagram showing how the π0 hypothesis is constructed [110].

Neutral current π0 events are one of the two major backgrounds to T2K νe appearance
analyses. T2K oscillation analyses have adopted a fiTQun π0 rejection cut in the νe event
selection, which reduces the NCπ0 background by more than 60% [32] relative to the original
reconstruction algorithm. Other dedicated fitters can and have been developed in fiTQun for
studies such as proton decay search p→ K+ν and selection of neutrino CC1π+ interactions.

A more generic multi-ring fit is only performed on the first subevent to reconstruct up to
six rings. Figure 4.16 shows the flow of the multi-ring fit. It starts with either an electron
ring or a π+ ring (the π+ hypothesis can also fit for a muon), and adds one electron or π+

ring to the same vertex; the best 2R hypothesis is chosen as the 2R fit outcome. A decision is
made based on the best 2R likelihood and the best single-ring likelihood, and the added ring
is accepted if the 2R hypothesis yields a better fit to the event. Then the algorithm goes on
adding more rings following a similar procedure until adding a ring stops improving the fit.
The raw outcome of this sequential multi-ring fit often contains fake rings; therefore followup
fake ring reduction and ring merging algorithms are applied to identify and eliminate the
fake rings. The details of the complete fiTQun multi-ring algorithm can be found in section
6.10 of [111].
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6.10. Multi-Ring Fit
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Figure 6.30: A tree diagram showing how the tree of the multi-ring hypothe-
ses evolve as the number of rings is increased. The diagram is for the case
assuming the first ring as electron, and equivalent procedure is done for the
case of assuming π+ as the first ring.

is attached at the same vertex as the first electron ring, and the likelihood is
evaluated at different directions for the second ring at 400 points which are
uniformly distributed on the unit sphere surface. For this scan the second
ring momentum is arbitrarily assumed to be 50 MeV/c. Then, the scan
point with the minimum − ln L is chosen and the momentum of the second
ring is fitted while all the other parameters are fixed. After the momentum
of the second ring is roughly estimated, the direction and the momentum of
the second ring are simultaneously fitted, while the common vertex and the
direction and the momentum of the first ring are fixed. The momenta of
the two rings are then fit simultaneously while the vertex and the directions
of the two rings are fixed in order to more properly distribute the observed
visible energy among the rings, as the single-ring fit momentum tends to
overestimate the momentum of the first ring due to the influence of the
charge from the additional rings. Finally, the directions and momenta of
the two rings as well as the rings’ common vertex are all simultaneously fit
to get the final best-fit two-ring result. After the two-ring fit assuming an
electron second ring is done, the procedure above is repeated using a π+ ring
as the second ring, this time, also fitting the Eloss parameter simultaneously
with the other fitted parameters.

Once the two-ring fits are done, for each of the two particle hypotheses
for the new ring, whether the fitted second ring is an actual true ring is
checked by comparing the likelihoods between the hypotheses before and
after adding the new ring. Figure 6.31 shows the square root of the log
likelihood ratio between the best-fit single-ring electron hypothesis and the

93

Figure 4.16: A diagram showing how the sequential multi-ring fit in fiTQun is evolved. The
diagram assumes the first ring is an electron; the same procedure can be done assuming the
first ring is a π+. Taken from [111].
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Chapter 5

Data reduction and T2K event
selection

5.1 Data reduction

Data reduction is a process to trim down the raw data for physics analyses. The cosmic
ray muon rate in SK is about 3 Hz; whereas there are the roughly 10 atmospheric neutrino
events a day in the ID. Therefore, data reduction is needed in order to extract events that
contain neutrino interactions from the vast background. This section describes the data
reduction procedures for SK atmospheric neutrino data and the T2K beam neutrino data.
The events used in this thesis are the neutrino interactions which happen in the ID and the
outgoing particles all stop in the ID, or the fully contained (FC) events. In the standard
SK atmospheric neutrino-only analyses, partially contained events and upward-going muon
events are also used, but the data reduction procedures for selecting those events will not be
discussed since they are not used in this analysis.

5.1.1 SK FC atmospheric neutrino event reduction

The SK atmospheric neutrino data FC reduction is done using the existing SK software. The
FC reduction steps are summarized here directly following [114] and [111], in which more
details can be found.
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• The first and second reduction are designed to effectively filter out cosmic ray
muons, electronic noise and low energy backgrounds. It is required that the total
charge in ID PMT hits is more than 200 p.e. (the would-be energy deposit from a 22
MeV/c electron), and the number of OD hits within a 800 ns time window should not
exceed 50 (such as in a typical cosmic ray muon event), or 30 for events with less than
100,000 p.e. ID charge. Furthermore, an event should not have more than half of the
total ID charge originating from a single PMT within a 300 ns time window, as such
events are likely due to PMT electronic discharge (they are called the “flasher” events).
These cuts reduce the raw data from ∼ 106 events/day to ∼ 200 events/day.

• The third reduction is aimed at further removing the cosmic muon and low energy
backgrounds. A cosmic muon can leave low OD activity, and such events would remain
after the first and second stages of data reduction. A fast through-going muon fitter is
applied to reconstruct the entering and exiting points; events that agree well with the
through-going muon hypothesis are rejected, as well as those with more than 9 OD hits
within 8 m from the entering or exiting point, as they are also likely to be true cosmic
muon events. Similar rejection cuts can be done for cosmic muons that stop in the
ID. Another type of cosmic muon event consists of muons which go through the twelve
holes at the top of SK where the bundles of cables for the PMTs enter the ID. Such
muons are indetectable in the OD. These muon events can be vetoed by the plastic
scintillator plates installed on the top of each cable hole.

The remaining low energy and noise background events are removed by requiring that
the total number of ID hits within a 50 ns time-of-flight corrected time window is more
than 50 (corresponding to a 9 MeV/c electron), in which the time-of-flight correction
is calculated based on a rough vertex reconstruction using only PMT hit timing infor-
mation. Flasher events tend to have a broader timing distribution and therefore can
be removed by requiring that the total number of ID hits within a 100 ns running time
window between 300-800 ns after the trigger is less than 20. Lastly, the coincidence
events in which a cosmic ray muon event happens shortly after a low energy event trig-
ger would leave no OD trigger in the triggering time but have high ID activity. These
events can be removed by requiring that the total number of OD hits between 400-900
ns after the trigger is less than 20, and that the number of p.e. measured in the ID
in the same time window is less than 5000. The third reduction further reduces the
number of events to ∼ 45 events/day.

• The fourth reduction further removes flasher events, which tend to repeat similar
PMT hit patterns in the detector. Therefore, a pattern matching algorithm is applied
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to identify and remove flasher events, in which the charge correlations among 10,000
neighboring events are calculated and the highly correlated events are removed. ∼ 18
events/day are left after the fourth reduction.

• The fifth reduction is designed to remove the remaining cosmic ray muon and flasher
backgrounds. When a cosmic ray muon below Cherenkov threshold enters the detector,
its decay electron can be detected in the ID with hits in the OD prior to the triggering
time. Events of which the total charge in the ID is less than 1000 p.e. and the
OD activity before the ID trigger is high are rejected as invisible muons. Finally,
the remaining flasher events can be removed by the same method used in the third
reduction but with a tighter cut. ∼ 16 events/day remain after all the five reduction
stages.

5.1.2 T2K beam neutrino event reduction

The T2K event reduction begins by selecting events induced by “good spills” sent from J-
PARC. The following criteria are required of a good spill [60]:

1. SK DAQ should be alive during the spill.

2. It is not a bad subrun. A “subrun” in SK is a data block approximately one minute
long. A subrun can be discarded if there are known reasons for concern such as flasher
events or DAQ errors.

3. The number of ID and OD PMT dark noise hits during the 1 msec around beam spill
arrival time should be approximately constant; a spill is discarded if this is not the
case, which usually indicates DAQ problems. An error in the GPS reading would also
disqualify a spill for data analysis.

4. The spill shouldn’t coincide with a special data block. There are two kinds of special
data block in SK: the “pedestal block” for taking pedestal data of all the channels on
the front-end electronics modules which happens every 1.1 sec and lasts for 17 µsec;
the “TDC reset block” for resetting the counters in the TDC chips which happens
every ∼ 70 msec and also lasts for 17 µsec.

5. Finally, there should not be any detector activity in the 100 µsec before the spill arrival
time. This is aimed at removing the accidental contamination by Michel electrons from
cosmic muon decays.
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The total number of spills in T2K Runs 1-8 after each good-spill cut and the corresponding
inefficiency is shown in Table 5.1. The overall SK inefficiency for T2K data taking is about
1%.

Number of spills Inefficiency
Beam good spills 16,295,856
(1) SK DAQ alive 16,262,927 0.20 %
(2) Bad subrun cut 16,226,930 0.22 %
(3) Incomplete data/GPS error cut 16,217,652 0.06 %
(4) Special data block cut 16,204,459 0.08 %
(5) Pre-activity cut 16,131,492 0.45 %
Total 16,131,492 1.01 %

Table 5.1: Number of spills after each cut used to select the good spills for physics analyses
of the T2K data observed at SK during the T2K beam Runs 1-8.

The events found in the ±500 µsec T2K timing window from good spills are classified
into four categories: calibration events, OD events, LE (low energy) events and FC events.
Although SK calibration is normally scheduled when T2K beam is not running, whether a
T2K event has happened during a calibration run is still checked. Among the remaining
events, those with more than 15 OD hits are classified as OD events. Most of the OD events
are from cosmic ray muons. Events with less than 200 p.e. (corresponding to a 20 MeV/c
electron) total charge in the ID within a 300 ns time window from the trigger are classified
as LE; the remainder are FC events. The flasher cut is deemed unnecessary for T2K events
as the timing information is sufficient in removing this background. The OD, LE and FC
events are further divided by the event timing with respect to the spill arrival time: events
that arrive between −2 µsec and 10 µsec are called on-timing events, which are passed on to
T2K analyses; the remaining events in the ±500 µsec window are off-timing events. Only the
FC on-timing events are used in the T2K three-flavor oscillation analyses. Figure 5.1 shows
the ∆T0 (∆T0 is the time-of-flight corrected time difference between a neutrino event and the
beam trigger) distribution for all the on-timing FC events. The T2K events observed at SK
clearly exhibit the bunch structure of the beam spills; the 581 ns bunch interval is evident in
the FC events.
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Figure 5.1: ∆T0 distribution of all the T2K FC events (zoomed into the spill on-timing
window) observed during Runs 1-7 (orange) and Run 8 (green). The eight dotted vertical
lines represent bunch centre positions fit to the observed FC event times preserving the
inter-bunch spacing of 581 ns. The two histograms are stacked.

5.2 T2K event selection optimization

This section presents an event selection optimization study using the fiTQun reconstruction
algorithm at Super-K. It has been demonstrated that fiTQun can effectively remove π0 back-
ground, which is the major background in the electron neutrino appearance samples [32].
However, the π0 cut was previously chosen to remove as much NC π0 background as possible
while keeping the same νe CC signal efficiency as the previous cut. In addition, one of the
major backgrounds in the disappearance samples – the NC1π+ background – can be removed
by using the single-ring π+ fit provided by fiTQun, which cannot be done with the previous
reconstruction algorithm (APfit). In order to move to fiTQun-based oscillation analysis, we
decided to revisit the π0 cut for the appearance samples, and optimize the π+ cut for the
disappearance samples.

It is always a concern when developing event selections, that we will not necessarily
obtain results that yield the best sensitivity by using simple metrics such as S/

√
S +B

because they largely ignore the details of the systematic uncertainties and their effect on the
sensitivity. For example, the T2K νµ disappearance sample has a large NC1π+ background
near the oscillation dip, and its fractional uncertainty is 55% compared to ∼ 3% signal
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uncertainty [115]. A simple metric may not cut out NC1π+ background as aggressively as
it should. This motivated us to develop a framework that uses sensitivity or precision of
certain measurements as the metric to optimize event selections and that takes into account
systematic uncertainties.

This study aims to optimize the π+ cut based on the T2K sensitivity to sin2 θ23 and the
π0 cut based on the δCP sensitivity assuming full T2K statistics with 50% FHC running
and 50% RHC running. The optimization strategy will be discussed, as will the comparison
between the new fiTQun-based samples and the APfit-based samples.

5.2.1 Optimization strategy

The software used to calculate sensitivities is essentially a joint fit with four CCQE-like sam-
ples: the SK reconstructed energy spectra in both appearance and disappearance channels,
and both FHC and RHC modes are used in the fit. Since the selected events are predomi-
nantly CCQE, the neutrino energy can be reconstructed based on the lepton kinematics:

Erec =
m2
p − (mn − Eb)2 −m2

l + 2(mn − Eb)El
2(mn − Eb − El + pl cos θ) (5.1)

where mp is the proton mass, mn is the neutron mass, Eb is the oxygen nucleus binding energy,
El is the lepton energy and pl is the lepton momentum. Because the beam direction is known,
the lepton direction relative to the incoming neutrino direction, θ, can be reconstructed. The
number of events for each neutrino type in each 50 MeV reconstructed energy bin Er is
calculated by the following formula:

Ni(Er) =
∑
Et

∑
j

Rij(Et, Er)Pij(Et) (5.2)

where

• Index i indicates neutrino type: νµ → νµ, νe → νe, ν̄µ → ν̄µ, ν̄e → ν̄e, νµ → νe, ν̄µ → ν̄e.

• Index j indicates interaction types: CCQE (including 2p2h), CC1π, CCother, NC1π,
NCother.

• Et is the true energy, and Er is the reconstructed energy.

• Rij(Er, Et) is the unoscillated Et v.s. Er map for neutrino type i and interaction type
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j built from looping through T2K MC events that have passed all cuts, which has the
beam flux, cross section and detector efficiency information encoded. Rij(Er, Et) is
re-evaluated for each new event selection.

• Pij(Et) is the oscillation probability for neutrino type i and interaction type j calculated
using Prob3++ [116].

The approved T2K full statistics, namely 7.8×1021 POT is assumed, with 50% in FHC-mode
and 50% in RHC-mode. T2K Run1-4 best fit oscillation parameters as shown in Table 5.2
are assumed as the truth in the optimization.

parameter Nominal value Treatment
sin2 2θ13(sin2 θ13) 0.0849 (0.0217) fitted

δCP -1.601 fitted
sin2 θ23 0.528 fitted
sin2 θ12 0.304 fixed
∆m2

32 2.509−3 eV2 fitted
∆m2

21 7.53× 10−5 eV2 fixed
Hierarchy Normal fixed

Earth matter density 2.6 g/cm3

Base-line 295 km

Table 5.2: Values of oscillation parameters used in this study as well as the treatment in the
fit.

The χ2 curve of sin2 θ23 or δCP is obtained in the following steps: (1) The “nominal” re-
constructed energy spectra are generated using the oscillation parameters in Table 5.2, and
the minimum χ2 with respect to the nominal reconstructed energy spectra is calculated for
a number of “trial” values of oscillation parameter sin2 θ23 or δCP ; (2) for a given “trial”, the
parameter in question is fixed at its trial value while the remaining oscillation parameters
are allow to vary to match with the “nominal” spectra, which is done by minimizing the χ2

without systematic uncertainties; (3) all oscillation parameters are fixed at the best-fit values
from the previous step, and systematic error nuisance parameters are allowed to vary in the
fit to obtain minimum χ2; (4) the same minimization in step (2) and (3) are repeated for
all trial values of the parameter, and the χ2 curve as a function of the parameter value can
be made. The sequential fitting method in step (2) and (3) was used to save computation
time; it ignores the correlation between oscillation parameters and systematic error nuisance
parameters.
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The following constraint on sin2 2θ13 from reactor experiments is also included in the fit:

χ2
reactor = (sin2 2θ13 − sin2 2θ′13)2

σ2 , (5.3)

where σ = 0.005 and sin2 2θ13 (sin2 2θ′13) is the true (test) value of sin2 2θ13. An example
of the constant ∆χ2 curves generated by the fitter is shown in Figure 5.2. Also shown are
the optimization metrics: the 1σ width of sin2 θ23 ∆χ2 and δCP 6= 0 significance χ2(δCP =
0)− χ2(δCP = δtrueCP ).
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Figure 5.2: Example 1D ∆χ2 maps with 7.8 × 1021 POT, 50% FHC-mode and 50% RHC-
mode, including systematics errors and using the oscillation parameter shown in Tab.5.2.
Left: the 1σ width of the sin2 θ23 1D contour; right: significance of δCP 6= 0.

In T2K official analyses, systematic uncertainties can be categorized into three groups:
cross section uncertainties, flux uncertainties, and SK related uncertainties as shown in Fig-
ure 5.3. The cross section and flux systematic error parameters can alter the reconstructed
energy spectra in a non-trivial way (“shape” parameters in Table 5.3). Typically systematic
errors are applied on an event-by-event [117] or bin-by-bin [118] basis as a function of neu-
trino energy, lepton angle/momentum etc.; splines 1 are introduced for certain cross section
parameters that can change the shape of the energy spectra [117].

In order for this study to be computationally feasible, the same treatment of systematic
errors as implemented by the official analyses cannot be used. Instead, one can use the total
systematic uncertainties on reconstructed energy and their bin-by-bin correlation, which are
generated based on the 2015 version of T2K systematic uncertainties. The procedures, more

1A spline is a function defined by segments of polynomials stitched together.
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Figure 5.3: Correlation matrix (left) describing the relationship between the 103 systematic
parameters of the analysis and the square root of the diagonal elements of the covariance
matrix (right). Parameters are 0-49: beam flux, 50-65: interaction and cross section parame-
ters, 66-101: SK FHC 1Re, FHC 1Rµ, RHC 1Re, RHC 1Rµ, 102: SK energy scale parameter
(not considered in this study).

specifically, are as follows:

• 1,000 sets of systematic error parameters are randomly generated from the post-ND280
fit flux and cross section best fit and covariance matrix [119]. For each set of systematic
error parameters generated, a weight is generated and saved for each MC event using
T2KReWeight [120]; the weights from systematic error parameters (2p2h anti-ν normal-
ization, σνe/σνµ , σν̄e/σν̄µ , NC 1γ normalization) that are not included in T2KReWeight
are later added manually.

• 1,000 sets of systematic error parameters are randomly generated from SK detector
error [121] and FSI+SI+PN (photonuclear effect) error covariance matrix, which is
binned in APfit reconstructed energy, neutrino flavor and interaction mode. For each set
of systematic error parameter generated, a weight is generated and saved for each MC
event based on APfit reconstructed energy (as well as neutrino flavor and interaction
mode). This is an approximation that has to be made for there was no SK+FSI/SI+PN
errors available for fiTQun analysis. It is a reasonable one because SK+FSI/SI+PN
systematic uncertainties are not expected to change significantly by switching from one
reconstruction algorithm to another.
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Parameter Interaction category type
MQE

A CCQE shape
pF CCQE shape
Eb CCQE shape

2p2h 16O norm. 2p2h norm
2p2h anti-ν norm. 2p2h norm

CRES
A CC1π and NC1π shape

MRES
A CC1π and NC1π shape

BGRES
A CC1π and NC1π shape

CC other shape CC other shape
CC coherent norm. CC coherent norm
NC coherent norm. NC cohereht norm

NC 1γ norm. NC 1γ norm*
NC other norm. NC other norm*

σνe/σνµ CC norm*
σν̄e/σν̄µ CC norm*

Table 5.3: Summary of the neutrino interaction parameters using the results of ND280 fit.
Starred errors are not constrained by the near detector. Table is based on the 2015 version
of T2K analyses.

• For each one of the 1,000 sets of systematic error parameters and for each event, the
total weight is a product of the weight from the flux and cross section parameters and
the weight from SK+FSI/SI/PN parameters.

• A reconstructed energy distribution is generated for each one of the 1,000 parameter
sets. The covariance matrix is made according to the bin-by-bin correlation of the 1,000
reconstructed energy distributions. Each matrix element in the covariance matrix is
calculated as follows:

COVErec
ij = 1

1000

1000∑
k=1

(Nk
i −N0

i )(Nk
j −N0

j ) (5.4)

where Nk
i is the expected number of events in the ith reconstructed energy bin (the

binning is show in Table 5.4) from the kth systematic parameter set, and N0
i is that of

the nominal distribution. It is the fractional error matrix that is used in the fit:

COVerr
ij =

COVErec
ij

N0
i N

0
j

(5.5)

The covariance matrix and fractional error matrix are re-generated for each trial fiTQun cut,
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as it modifies the number of events in each bin.

Binning (GeV) Bin number

Appearance 0.0-0.35, 0.35-0.45, 0.45-0.55, 0.55-0.65, 1-8 &
0.65-0.75, 0.75-0.85, 0.85-1.05, 1.05-1.25 21-28

Disappearance 0.0-0.4, 0.4-0.5, 0.5-0.6, 0.6-0.7,0.7-0.8, 0.8-1.0, 9-20 &
1.0-1.25, 1.25-1.5, 1.5-3.5, 3.5-6.0, 6.0-10, 10-30 29-40

Table 5.4: Binning of the reconstructed energy distributions used to build covariance matrix.
The first 20 bins are for FHC-mode, and the rest RHC-mode.

All T2K systematic errors except for the energy scale uncertainty are taken into account.
This is because energy scale uncertainty has to be treated in a different way than the rest. Its
impact on sensitivity is negligible [117] in comparison, and it is not the absolute sensitivity
but the relative sensitivities of different cuts that we are after. Therefore it was dropped. An
example of the covariance matrix and correlation matrix of the systematic errors are shown
in Figure 5.4.
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Figure 5.4: Covariance matrix as defined by Eq 5.5 (left), correlation matrix (middle) and
magnitude (right) of systematic uncertainties binned in reconstructed energy.

5.2.2 Cut Parameterization

The main background in the νµ disappearance samples is the NC1π+ background near the
oscillation dip. It has a systematic uncertainty of 55% [115], which is much larger than
the signal uncertainty. FiTQun offers the possibility to reduce the NC1π+ background by
providing a single-ring π+ likelihood. This NC1π+ cut is parameterized as a straight line
(y = aµx + bµ) in ln (Lπ+/Lµ) v.s. the reconstructed µ momentum phase space as shown
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by Figure 5.5, where Lπ+ is the likelihood of the single-ring π+ hypothesis, and Lµ of the
single-ring µ hypothesis.
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Figure 5.5: The ln (Lπ+/Lµ) v.s. pµ distributions. Left: signal νµ CCQE+2p2h; right:
background NC1π± background. Only FC cut is applied. The π+ cut is parameterized as a
straight line in ln (Lπ+/Lµ) v.s. pµ phase space as indicated by the red lines, events above
which are rejected.
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Figure 5.6: The ln (Lπ0/Le) v.s. reconstructed π0 mass distributions. Left: signal νe
CCQE+2p2h (oscillated); right: background NC1π0 background. Only FC cut is applied.
The π0 cut is parameterized as a straight line in ln (Lπ0/Le) v.s. mπ0 phase space as indicated
by the red lines, events above which are rejected.

FiTQun π0 cut has previously been applied to the APfit-selected νe appearance sample.
However it was chosen based on a rough signal/background separation. This study adopted
the same π0 cut parameterization (y = aex + be) in ln (Lπ0/Le) v.s. reconstructed π0 mass
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phase space as shown by Figure 5.6, where Lπ0 is the π0 likelihood from fiTQun dedicated π0

fitter [110]. For fiTQun π+ cut optimization, pairs of (aµ, bµ) parameters are chosen from
a grid. For each set of (aµ, bµ), a new systematic error covariance matrix is generated, and
sin2 θ23 sensitivity is evaluated. Aside from the π+ cut, following criteria are also applied to
select the νµ/ν̄µ CCQE-like sample:

1. Fully-contained in SK fiducial volume: classified by OD activity and total PMT hits
as fully contained events; wall > 50 cm, towall > 250 cm. Here “wall” is the distance
between vertex and the nearest ID wall; “towall” is the distance between the vertex
and ID wall along the direction at which the particle (in the case of multiple rings, it
refers to the particle with the most energetic ring) travels. The SK fiducial volume cut
is optimized for sin2 θ23 measurement [122].

2. Number of rings found by the fiTQun fitter is one.

3. The ring is identified as muon-like by the single-ring fitter: ln (Le/Lµ) < 0.2×pe, where
lnLe is the fiTQun single-ring e-like hypothesis log likelihood, lnLµ is the single-ring
µ-like log likelihood, and pe is the reconstructed electron momentum of single-ring e-like
hypothesis.

4. Reconstructed muon momentum of the single-ring µ-like hypothesis pµ is larger than
200 MeV/c. This is to eliminate the proton background.

5. Number of sub-events (identified by hits timing clusters) is 1 or 2 (i.e. number of decay
electrons is 0 or 1).

The result of π+ cut optimization is shown in Figure 5.7. A pair of cut parameters,
aµ = 0.15 and bµ = 0 are chosen from the center of the favored region, within which the
difference in sin2 θ23 precision is negligible. It should also be noted that compared with
the result without systematic uncertainties, the optimization with systematics favors more
aggressive cuts. In other words, it is beneficial to sacrifice efficiency in exchange for lower
background, which is what one would expect from cases where background has a much larger
systematic uncertainty than signal. Figure 5.8 shows the sensitivity of the parameters relevant
to π+ cut. Improvements in both sin2 θ23 and ∆m2

32 are expected from better NC background
rejection and consequently better energy reconstruction, and indeed are achieved. Note that
the APfit event selection uses a different fiducial volume definition – dwall > 200 cm, which
has been the fiducial volume definition for all the previous APfit-based T2K analyses.
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Figure 5.7: 1σ width of sin2 θ23 ∆χ2 curve (z-axis) as a function of the π+ cut parameters
aµ and bµ. Left: with systematics; right: without systematics. The star denotes the chosen
value for fiTQun π+ cut aµ = 0.15, bµ = 0

Similarly for the fiTQun π0 cut optimization, pairs of (ae, be) parameters are chosen
from a grid. For each set of (ae, be), a new systematic error covariance matrix is generated,
and δCP 6= 0 significance is evaluated. The following criteria are applied to select the νe/ν̄e
CCQE-like samples:

1. Fully-contained in SK fiducial volume: wall > 80 cm, towall > 170 cm.

2. Number of rings found by the fiTQun is one.

3. The ring is identified as electron-like by the single-ring fitter: ln (Le/Lµ) > 0.2 × pe,
where lnLe is the fiTQun single-ring e-like log likelihood, lnLµ single-ring µ-like log
likelihood, and pe reconstructed electron momentum of single-ring e-like hypothesis.

4. Visible energy (fiTQun single-ring e-like hypothesis reconstructed energy) is greater
than 100 MeV. In practice, we use fiTQun reconstructed single-ring electron momentum
as the visible energy.

5. Number of decay electron is 0, i.e. 1 subevent.

6. Reconstructed neutrino energy Erec is less than 1250 MeV

The result of π0 cut optimization is shown in Figure 5.9. Because the current cut –
ae = −0.875 and be = 175 – yields negligible difference in significance (< 0.05σ) compared to
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Figure 5.8: Sensitivity comparison between APfit samples and fiTQun samples. Left: T2K
Run1-7 statistics (7.482×1020 FHC, 7.471×1020 RHC), right: T2K full statistics (3.9×1021

FHC, 3.9× 1021 RHC). Top: sin2 θ23, middle: ∆m2
32, bottom: sin2 θ23 v.s. ∆m2

32. The values
of oscillation parameters are shown in Table 5.2. The “new FV” refers to the cut dwall > 50
cm, towall > 250 cm; and the “old FV” refers to the cut dwall > 200 cm.
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Figure 5.9: δCP 6= 0 rejection significance (z-axis) as a function of π0 cut parameters ae and
be. Right plot is left plot zoomed in. The star denotes the chosen value for fiTQun π0 cut
ae = −0.875, be = 175.

the absolute optimum, we chose not to change it for now. Figure 5.10 shows the sensitivity
relevant to the π0 cut. The improvement in δCP sensitivity is not as significant as sin2 θ23

and ∆m2
32 because π0 cut has already been applied to APfit νe selection. Note that APfit

samples have the original fiducial cut wall > 200 cm applied, whereas fiTQun samples use
the new fiducial cuts.

5.2.3 Comparison with APfit samples

Figure 5.11 shows the number of events after each cut in the νµ CCQE-like sample, and
the corresponding numbers are shown in Table 5.5. We observe a ∼ 13% increase in νµ + ν̄µ

signal, a ∼ 40% reduction in CC non-QE background and a 50% reduction in NC background.
The improvement is even more significant in sub-GeV region, which drives the sensitivities to
sin2 θ23 and ∆m2

32. Figure 5.12 shows the reconstructed energy distribution fo the fiTQun and
APfit νµ CCQE-like samples. The POT assumed is the T2K Run1-7 FHC POT: 7.482×1020.

Figure 5.13 shows the number of events after each cut in the ν̄µ CCQE-like sample, and
the corresponding numbers are shown in Table 5.6. Figure 5.14 shows the reconstructed
energy distribution fo the fiTQun and APfit νµ CCQE-like samples. The POT assumed is
the T2K Run1-7 RHC POT: 7.471× 1020.

Figure 5.15 shows the number of events after each cut in the νe CCQE-like sample,
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Figure 5.10: Sensitivity comparison between APfit samples and fiTQun samples. T2K Run1-
7 statistics (7.482×1020 FHC, 7.471×1020 RHC) is assumed. Left: without reactor constraint;
right: with reactor constraint. Top: δCP , bottom: δCP v.s. sin2 2θ13. The values of oscillation
parameters are shown in Table 5.2. FiTQun selection with the original FV cut yields similar
δCP sensitivity as does the APfit selection.

CCQE + 2p2h CC other NC
νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e

fiTQun APfit fiTQun APfit fiTQun APfit
FCFV 131.347 40.816 106.691 32.834 207.303 24.483 171.059 19.722 120.771 3.497 96.355 2.789
1ring 114.929 37.707 100.452 31.636 31.881 9.551 50.915 9.183 21.938 0.633 28.216 0.798
mu-like 112.791 0.029 98.499 0.355 29.774 0.019 46.443 0.108 8.647 0.257 8.877 0.284
pµ > 200MeV/c 112.691 0.029 98.283 0.355 29.754 0.019 46.414 0.108 8.587 0.255 8.808 0.281
0,1 Michel 111.512 0.029 97.372 0.355 19.192 0.019 29.848 0.107 8.303 0.246 8.510 0.271
not π+ 110.074 0.025 18.566 0.014 4.054 0.107
Final sample 110.074 0.025 97.372 0.355 18.566 0.014 29.848 0.107 4.054 0.107 8.510 0.271
Only erec< 1 GeV 55.234 0.012 46.062 0.130 6.735 0.010 6.834 0.076 3.963 0.104 8.248 0.265
signal 110.074 97.372
background 22.766 39.090
purity 82.86% 71.35%

Table 5.5: Expected number of signal and background events passing each cut in the νµ
CCQE-like sample. wall > 50 cm and towall > 250 cm are used as FV cut for the fiTQun
sample; 7.482× 1020 POT is assumed.
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Figure 5.11: Event selection breakdown of the νµ CCQE-like sample by APfit (left) and
fiTQun (right). All the νµ selection criteria are applied. Oscillation parameters used are
shown in Table 5.2; 7.482× 1020 POT in FHC-mode is assumed.
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Figure 5.12: Reconstructed energy distributions of the final νµ CCQE-like sample by APfit
(left) and fiTQun (right). All the νµ selection criteria are applied. Oscillation parameters
used are shown in Table 5.2; 7.482× 1020 POT in FHC-mode is assumed.
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Figure 5.13: Event selection breakdown of the ν̄µ CCQE-like sample by APfit (left) and
fiTQun (right). All the νµ selection criteria are applied. Oscillation parameters used are
shown in Table 5.2; 7.471× 1020 POT in RHC-mode is assumed.

CCQE + 2p2h CC other NC
νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e νµ + ν̄µ νe + ν̄e

fiTQun APfit fiTQun APfit fiTQun APfit
FCFV 57.409 9.870 46.591 7.944 86.691 8.080 71.344 6.541 52.758 1.775 42.108 1.422
1ring 50.605 8.945 44.368 7.622 15.444 2.363 24.288 2.719 9.434 0.314 12.264 0.404
mu-like 50.022 0.005 43.784 0.064 14.772 0.003 22.694 0.024 3.494 0.124 3.627 0.133
pµ > 200MeV 49.997 0.005 43.732 0.064 14.768 0.003 22.688 0.024 3.359 0.123 3.589 0.132
0,1 Michel 49.434 0.005 43.433 0.064 11.099 0.003 16.637 0.023 3.344 0.118 3.467 0.125
not π+ 48.894 0.004 10.857 0.002 1.524 0.054
Final sample 48.894 0.004 43.433 0.064 10.857 0.002 16.637 0.023 1.624 0.054 3.467 0.125
Only erec< 1 GeV 19.892 0.001 16.497 0.032 3.320 0.001 3.384 0.012 1.486 0.052 3.364 0.12
signal 48.894 43.433
background 12.442 20.317
purity 79.72% 68.13%

Table 5.6: Expected number of signal and background events passing each cut for the ν̄µ
CCQE-like sample. wall > 50 cm and towall > 250 cm are used as FV cut for the fiTQun
sample; 7.471× 1020 POT is assumed.
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Figure 5.14: Reconstructed energy distributions of the final ν̄µ CCQE-like sample by APfit
(left) and fiTQun (right). All the νµ selection criteria are applied. Oscillation parameters
used are shown in Table 5.2; 7.471× 1020 POT in RHC-mode is assumed.

and the corresponding numbers are shown in Table 5.7. We observe an ∼ 22% increase
in νe + ν̄e signal, and a proportional increase in backgrounds. This change in mainly due
to the expansion of the fiducial volume relative to the APfit sample. Figure 5.16 shows
the reconstructed energy distribution fo the fiTQun and APfit νe CCQE-like samples. T2K
Run1-7 FHC POT (7.482× 1020) is assumed in the figures and table.

Figure 5.17 shows the number of events after each cut of the ν̄e CCQE-like sample,
and the corresponding numbers are shown in Table 5.8. We observe a ∼ 22% increase in
νe + ν̄e signal, and a ∼ 29% increase in backgrounds. Figure 5.14 shows the reconstructed
energy distributions of the fiTQun and APfit ν̄e CCQE-like samples. T2K Run1-7 RHC POT
(7.471× 1020) is assumed in the figures and table.
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Figure 5.15: Event selection breakdown of the νe CCQE-like sample by APfit (left) and
fiTQun (right). All the νe selection criteria are applied. Oscillation parameters used are
shown in Table 5.2; 7.482× 1020 POT in FHC-mode is assumed.

fiTQun APfit
νµ + ν̄µ beam νe + ν̄e signal νe + ν̄e νµ + ν̄µ beam νe + ν̄e signal νe + ν̄e

CC
FCFV 330.957 21.771 42.830 277.750 17.886 34.671
1ring 143.778 11.108 35.820 151.367 10.950 29.869
e-like 4.305 11.103 35.779 6.425 10.867 29.489
evis> 100MeV 1.617 11.023 35.080 4.583 10.812 28.980
0 Michel 0.439 9.383 31.696 0.967 8.863 26.319
Erec< 1.25GeV 0.278 4.953 30.560 0.255 4.224 25.273
not π0 0.135 4.403 28.658 0.089 3.648 23.365

NC
FCFV 118.810 3.441 signal 96.355 2.789 signal
1ring 21.349 0.621 28.66 28.216 0.789 23.36
e-like 12.842 0.534 background 19.338 0.514 background
evis> 100MeV 8.592 0.388 6.65 16.680 0.454 5.35
0 Michel 7.590 0.210 purity 14.184 0.373 purity
Erec< 1.25GeV 5.687 0.143 81.18% 10.896 0.264 81.36%
not π0 2.059 0.048 1.580 0.037

Table 5.7: Expected number of signal and background events passing each cut in the νe
CCQE-like sample. wall > 80 cm and towall > 170 cm are used as FV cut for the fiTQun
sample; 7.482× 1020 POT is assumed.
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Figure 5.16: Reconstructed energy distributions of the final νe CCQE-like sample by APfit
(left) and fiTQun (right). All the νe selection criteria are applied. Oscillation parameters
used are shown in Table 5.2; 7.482× 1020 POT in FHC-mode is assumed.

FCFV 1-ring e-like evis decay-e ν
recE fiTQun

N
um

be
r 

of
 e

ve
nt

s

0

100

200

 POT)2010×(7.47

 CCeνOsc. 

 CCeνOsc. 

 CCµν/µν

 CCeν/eνBeam 

NC

=0.021713θ2MC w/ sin

FCFV 1-ring e-like evis decay-e ν
recE fiTQun

N
um

be
r 

of
 e

ve
nt

s

0

100

200

 POT)2010×(7.47

 CCeνOsc. 

 CCeνOsc. 

 CCµν/µν

 CCeν/eνBeam 

NC

=0.021713θ2MC w/ sin

Figure 5.17: Event selection breakdown of the ν̄e CCQE-like sample by APfit (left) and
fiTQun (right). All the νe selection criteria are applied. Oscillation parameters used are
shown in Table 5.2; 7.471× 1020 POT in RHC-mode is assumed.
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fiTQun APfit
νµ + ν̄µ beam νe + ν̄e signal νe + ν̄e νµ + ν̄µ beam νe + ν̄e signal νe + ν̄e

CC
FCFV 140.554 10.221 7.473 117.935 8.432 6.053
1ring 64.588 5.175 6.038 68.656 5.217 5.123
e-like 1.329 5.171 6.033 2.178 5.185 5.068
evis> 100MeV 0.679 5.152 5.983 1.759 5.171 5.031
0 Michel 0.194 4.575 5.666 0.315 4.446 4.797
Erec< 1.25GeV 0.131 2.026 5.158 0.079 1.745 4.318
not π0 0.062 1.759 4.684 0.018 1.464 3.851

NC
FCFV 51.897 1.748 signal 42.108 1.422 signal
1ring 9.154 0.306 4.68 12.264 0.404 3.85
e-like 5.706 0.184 background 8.637 0.271 background
evis> 100MeV 4.179 0.134 2.87 7.629 0.240 2.23
0 Michel 3.579 0.110 purity 6.544 0.197 purity
Erec< 1.25GeV 2.773 0.075 61.99% 5.159 0.136 63.31%
not π0 1.022 0.029 0.730 0.020

Table 5.8: Expected number of signal and background events passing each cut in the ν̄e
CCQE-like sample. wall > 80 cm and towall > 170 cm are used as FV cut for the fiTQun
sample; 7.471× 1020 POT is assumed.
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Figure 5.18: Reconstructed energy distributions of the final ν̄e CCQE-like sample by APfit
(left) and fiTQun (right). All νe selection criteria are applied. Oscillation parameters used
are shown in Table 5.2; 7.471× 1020 POT in RHC-mode is assumed.
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The most significant difference between the fiTQun samples and APfit samples comes
from the ring-counting. Naively speaking, events with only one muon, one electron, or one
charged pion in the final state with energy above Cherenkov threshold should produce one
visible ring in the detector; events with other final states should produce multiple rings.
It can be illustrated by Figure 5.19, where only final state particles whose energy is above
Cherenkov threshold are counted. For example, “1µ” means only one final state particle
is above Cherenkov threshold and that particle is a muon; “1µ+other” means that there
are more than one final state particle above Cherenkov threshold and at least one of them
is a muon. Sometimes the reconstruction can miss one or more rings when, for instance,
two particles travel in a similar direction and produce overlapping rings. In addition, it is
not trivial to state unambiguously how many true rings should be visible to the detector.
Despite all the caveats, however, Figure 5.19 shows qualitatively that compared to APfit,
fiTQun identifies true multi-ring events as single-ring less often. Figure 5.20 shows that in
general fiTQun correctly finds the number of rings more often than APfit does.
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Figure 5.19: Number of rings found breaking down in final states. Left: APfit; right: fiTQun.
7.482 × 1020 POT in FHC-mode is assumed; oscillation parameter values are shown in Ta-
ble 5.2. Only fully contained cut is applied.
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Figure 5.20: Number of true rings v.s. number of rings found by reconstruction. Left: APfit;
right: fiTQun. 7.482× 1020 POT in FHC-mode is assumed; oscillation parameter values are
shown in Table 5.2. Only events with true dwall > 200 cm are counted.
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Chapter 6

Joint fit analysis of T2K CC0π
samples and Super-K atmospheric
neutrino sub-GeV CC0π samples

Both the T2K beam neutrinos and the SK atmospheric neutrinos are sensitive to the oscil-
lation parameters sin2 θ23, sin2 θ13, |∆m2

32| and δCP . SK in particular, also has an advantage
over T2K in that atmospheric neutrino samples have sensitivity to the mass hierarchy. How-
ever, the mass hierarchy measurement by atmospheric neutrinos is limited by the precision of
sin2 θ23, of which T2K has the world’s most precise measurement. Therefore, combining the
T2K beam neutrinos and SK atmospheric neutrinos can improve the sensitivity to the mass
hierarchy, which in turn will improve the measurement of δCP . In addition, combining two
experiments which are sensitive to the same parameters will improve the measurement as it
amounts to an increase in statistics. This chapter will describe the first combined analysis
of T2K and SK data.

Although T2K and SK share a common detector, the neutrino oscillation analyses are
conducted in a different fashion – different statistical methods and different treatment of
systematic uncertainties have been used. T2K beam neutrinos and SK atmospheric neutrinos
also have very different energy spectra: T2K beam neutrino energy is narrowly peaked at
∼ 0.6 GeV, whereas SK atmospheric neutrino energy ranges from tens of MeV to a few TeV as
shown by Figure 6.1. Therefore T2K has mainly focused on the CCQE-and CC1π-like samples
so far, whereas SK has to consider interactions that happen at much higher energy and even
ντ interactions. To simplify the problem, this analysis will only focus on the CCQE-like
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samples at both T2K and SK. Although this analysis choice sacrifices the sensitivity to mass
hierarchy, it should still provide an improvement to the δCP measurement. The SK samples
at higher energy can be added once the treatment of cross section systematic uncertainties
associated with DIS, pion multiplicity, etc. are unified between the two experiments in the
future.
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FIG. 6. True Super-K atmospheric neutrino energy spectra from simulation without oscillations.

lection the fractions of charged-current electron neutrino
and antineutrino events in the νe-like sample are 62.1%
and 9.0%, respectively. For the ν̄e-like sample the frac-
tions are 54.6% and 37.2%.

At these energies, events with more than one recon-
structed ring are often DIS interactions, which produce
both multiple charged pions and nuclear fragments. In
order to purify the neutrino and antineutrino components
of the multi-ring samples a two-stage likelihood method
has been developed. Due to the presence of several light-
producing particles the Cherenkov ring produced by the
leading lepton is often obscured, resulting in degraded
PID performance and accordingly, significant NC and
νµ-induced backgrounds in multi-ring events whose most
energetic ring is e-like. The first stage of the separation
is designed to extract and purify CC νe + ν̄e interactions
from this base sample. To perform this selection a likeli-
hood function, detailed in a previous publication [16], is
built from the PID variable of the event’s most energetic
ring, the fraction of the event’s total momentum it car-
ries, the number of decay electrons, and the largest dis-
tance to a decay electron vertex from the primary event
vertex. The efficiency of this method for selecting true
CC νe+ ν̄e events is 72.7% and results in a sample that is
73.0% pure in these interactions. Separate likelihoods are
prepared for each of the run periods and yield similar ef-
ficiencies and purities. Events that pass this selection are
classified as “multi-ring e-like” while those that fail are
termed “multi-ring other.” Though the multi-ring other
sample has not been used in previous Super-K oscillation
analyses it is introduced here since its νe component of-
fers some hierarchy sensitivity and its oscillation-induced
ντ and NC components provide additional constraints on
related systematic uncertainties.

The second stage of the separation process focuses on
separating samples enriched in neutrino and antineutrino
interactions from the multi-ring e-like data. A second
likelihood method is introduced based on three variables,
the number of reconstructed rings, the number of decay
electrons, and the event’s transverse momentum. For
charged-current interactions the conservation of charge
implies the total charge of the recoiling hadronic system
must be positive to balance the negative charge of the

out-going lepton. The total charge carried by hadrons
emerging from antineutrino interactions, on the other
hand, will be zero or negative. As a result, the charged
pion multiplicity, and hence number of visible Cherenkov
rings, in neutrino-induced events is expected to exceed
that from antineutrino events. This difference is en-
hanced by the propensity for π− to capture in water. In
combination these two effects suggest that more electrons
from the π decay chain are expected in ν interactions.
Due to the V-A structure of the weak interaction, the
angular distribution of the leading lepton from ν̄ inter-
actions is more forward than those from ν processes. As
a result, the transverse momentum of the system is ex-
pected to be smaller for the former. Since there is no di-
rect knowledge of an incoming atmospheric neutrino’s di-
rection the transverse momentum of each event is defined
relative to the direction of the most energetic ring. The
final likelihood is defined over five visible energy bins,
1.33-2.5 GeV , 2.5-5.0 GeV, 5.0-10.0 GeV, 10.0-20 GeV
and > 20 GeV for each SK run period. Figure 8 shows
the combined likelihood distribution used in SK-IV. The
efficiency for identifying true CC ν̄e (νe) events as ν̄e-like
is 71.5% (47.1%).

C. Simulation

The simulation of atmospheric neutrinos is performed
following the flux calculation of Honda et. al [17]
and using the NEUT [18] simulation software (version
5.3.6) to generate neutrino interactions for tracking in
a GEANT3 [19]-based simulation of the Super-K de-
tector [15]. Several improvements to NEUT have been
made since the previous version used for atmospheric
neutrino analysis (c.f. [20]). Charged-current quasi-
elastic interactions are simulated using the Llewellyn-
Smith model [21] with nucleons distributed according to
the Smith-Moniz relativistic Fermi gas [22] assuming an

axial mass MA = 1.21GeV/c
2

and form factors from [23].
Interactions on correlated pairs of nucleons, so-called me-
son exchange currents (MEC), have been included fol-
lowing the model of Nieves [24]. Pion-production pro-
cesses are simulated using the Rhein-Seghal model [25]

Figure 6.1: Atmospheric neutrino unoscillated fluxes. Figure is taken from [123]

Prior to this analysis, the SK atmospheric neutrinos have always been used to estimate
the detector systematic uncertainties by both the T2K and SK analyses prior to the fit, which
is not an ideal way in which the detector systematic errors should be treated. In particular,
the SK detector systematic uncertainties in the T2K analysis are estimated by a three-step
procedure [124]: (1) A fit to SK atmospheric neutrino data is done which includes SK flux
systematic uncertainties and cross section systematic uncertainties parametrized with a more
simplistic model than what is used in either T2K or SK oscillation analyses; (2) the posterior
distributions of the detector parameters is translated into errors on the T2K event selection
efficiency with flux and cross section errors marginalized; (3) a toy MC is performed to gen-
erate detector systematic errors binned in visible energy and neutrino interaction categories,
using the results from step (2) and the error estimates of other background components as
its input. This way of estimating detector uncertainties would inevitably erase the correla-
tions between the cross section and the effective detector systematic error parameters; it also
over-estimates the detector errors by double-counting the cross section errors. This joint-fit
analysis will also address these problems.

It should be pointed out the MINOS collaboration was the first to perform a simulta-
neous fit to their FHC-mode beam neutrino and atmospheric neutrino data [125], and that
such joint-fit analyses have been attempted within both the T2K and the SK collabora-
tions [123] [126]. But this analysis is the first one in T2K and SK to treat the systematic
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uncertainties in a consistent manner between the two experiments. In this chapter, the
Bayesian analysis technique used by this analysis will be introduced, followed by a mathe-
matical formulation of the likelihood function and a discussion about the analysis strategy.
Then the neutrino event samples will be defined, and the implementation of systematic un-
certainties will be detailed. The sensitivity of this T2K-SK combined fit will be shown and
compared with the respective T2K-only sensitivity. Finally, the data-fit results will be shown
and interpretations provided.

6.1 Bayesian statistic and Markov Chain Monte Carlo

Generally speaking, there are two schools of statistics – frequentist and Bayesian, and their
philosophies on how to interpret probability results in a fundamental difference in the method-
ology used to perform data analysis. For a frequentist, probability is defined as the limit of
frequency: if an experiment is conducted N times under the exact same circumstances, then
the fraction of times when outcome A is achieved P (A) approaches a limit as N becomes
sufficiently large:

P (A) = lim
N→∞

N(A)
N

(6.1)

where P (A) is the probability. When one quotes a frequentist probability, it is always nec-
essary to specify what the circumstances are, or against which ensemble the outcomes are
measured.

To a Bayesian, however, probability is a subjective matter that does not necessarily rely
on repeated tests. Take the example in [127]: one can have a personal probability, or a
degree-of-belief P (A) for winning a bet whereby the penalty of losing is $1 and the reward
for winning is $G. Obviously one would choose to take the bet if P (A) > 1/(1 + G) and
otherwise decline it. There is no requirement for everybody’s personal probability to be the
same, therefore Bayesian probability is often described as subjective probability.

This analysis takes a Bayesian approach – the question we ask is this: given our prior
knowledge and the measured data, what is the probability of parameter θ taking certain
values? Mathematically, suppose θ is the parameter of interest and x is the data, then the
probability we are trying to evaluate is f(θ|x). Using Bayes’ Theorem,

f(θ|x) = f(x|θ)π(θ)
f(x) (6.2)
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where π(θ) describes the prior knowledge or belief in the value of θ, and

f(x) =
∫
f(x|θ)π(θ)dθ (6.3)

which is a constant that no longer depends on θ. If we ignore the normalization constant,
the posterior estimate on θ can be written as

f(θ|x) ∝ f(x|θ)π(θ) (6.4)

In reality, there are always many (sometimes hundreds, even thousands) nuisance parame-
ters that are also present in the likelihood function, in which case the posterior probability
becomes

f(θ, α|x) ∝ f(x|θ, α)π(θ)π(α) (6.5)

where α are the nuisance parameters, and π(α) the prior probability distribution of α.

After establishing the posterior probability distribution f(θ, α|x), one can proceed to
answer such question as “what is the most probable value of parameter θ”, or “what is the
range in which θ has a 68% probability of being”. Since the values of α is not of our interest,
a process called marginalization is done to obtain the marginal probability of θ:

f(θ|x) =
∫
f(θ, α|x) dα =

∫
f(x|θ, α)π(θ)π(α) dα (6.6)

Note that the normalization constant is again ignored as can be done at any stage of the
calculation without affecting the final probability distribution function. In this way, any
correlations between α and θ are taken into account in f(θ|x). The “best-fit” value of θ is
usually quoted as the mode of f(θ|x).

The parameter range with a given probability content is called the credible interval. There
are many schemes with which credible intervals can be calculated [127]. This analysis quotes
the “highest-posterior-density regions (HPD)” as the credible interval:

∫ θhigh
θlow

f(θ|x) dθ∫ upper bound
lower bound f(θ|x) dθ

= 68% (6.7)

where f(θ|x) has a higher probability everywhere inside [θlow, θhigh] than anywhere outside
of it. [θlow, θhigh] is the 1σ credible interval of θ. Two-dimensional credible intervals can
be obtained in the same way. A credible interval is not necessarily a continuous region in
the parameter space; it can be multiple separated regions. Last but not least, it should be
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stressed that the output of a Bayesian analysis is the entire posterior distribution of the
parameter(s) of interest; providing the best-fit values or credible intervals is for the purpose
of easier interpretation.

Calculating Eq. 6.6 can be formidably difficult in practice. One way around it is to sample
in the θ-α phase space using Monte Carlo methods. However, many Monte Carlo techniques
would not work for problems with high dimensionality as their sampling efficiencies often
drop exponentially as the dimensionality increases. In this case the Markov Chain 1 Monte
Carlo (MCMC) methods can be used.

There are many MCMC algorithms on the market; a review on the subject can be found
in [128]. This analysis uses the Metropolis-Hastings algorithm [129] [130] to sample from
the probability distribution function. It takes the following steps to generate a set of points
that follow the equilibrium probability distribution p(~θ):

1. Suppose a chain is at its current step ~θ0 = (θ0, θ1, · · · , θN), then the next step ~θ can be
proposed based on a proposal function q(~θ, ~θ0).

2. Define the following Hastings test ratio

α = min
1, p(

~θ)q(~θ0, ~θ)
p(~θ0)q(~θ, ~θ0)

 (6.9)

In this analysis, the proposal function q(~θ, ~θ0) is symmetric around ~θ0, therefore q(~θ, ~θ0) =
q(~θ0, ~θ), and Eq. 6.9 becomes

α = min
1, p(

~θ)
p(~θ0)

 (6.10)

3. Compare α with a random number r between 0 and 1; if r ≤ α, take the step ~θ;
otherwise, stay at step ~θ0 (i.e. step ~θ0 is included in the ensemble again).

4. Repeat from Step 1 until sufficient statistics is reached in the sampling.

1A Markov Chain is a stochastic process in which the probability of the current event only depends on
the state in the immediate past but nothing previous to that; in other words, for a given event, its past and
future events are independent. Suppose a given state in a process Xn = i, then the probability of the next
state Xn+1 = j is

P (Xn+1 = j|Xn = i,Xn−1 = in−1, · · · , X1 = i1, X0 = i0) = P (Xn+1|Xn = j) (6.8)
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It is easy to see from Eq. 6.10 that it is more favorable for the MCMC to step towards re-
gions in the phase space with higher probability densities, therefore the Metropolis-Hastings
MCMC can be seen as a directed random walk. The choice of proposal density q(~θ, ~θ0)
is arbitrary; however, it can greatly affect the sampling efficiency. For this analysis, nui-
sance parameters are proposed at each step according to their correlated prior constraints
to increase sampling efficiency. With enough steps, the MCMC would reach an equilibrium
distribution designated by p(~θ). In other words, the set of points produced by the MCMC are
distributed according to p(~θ), and from there characteristics of the probability distribution
can be inferred.

The rate at which a proposed step is accepted is important for the success of a MCMC
analysis. If the proposed step is always too close to the current step, and therefore the
difference in p(~θ) and p(~θ0) is always small, the acceptance rate would be high; however,
this could lead to the MCMC not fully exploring the parameter space, or taking too many
iterations to achieve a proper coverage. On the contrary, if the proposed step is always too
far from the current step, the rate of acceptance would drop too low, and the MCMC could
stay at one step for a very long time, making it difficult to reach the equilibrium distribution.
Therefore, the step size has to be carefully tuned such that only a reasonable chain length is
needed to achieve proper sampling in the parameter space.

Since the chains normally do not start from a region with high probability density, it
takes a certain number of steps for them to reach equilibrium. It is customary to discard a
number of steps from the beginning of the chain, or a “burn-in” period, such that a proper
sampling of the parameter space can be achieved with a finite number of steps. Typically
the “burn-in” period is determined to be the steps it takes for each parameter to reach its
stationary distribution.

6.2 The likelihood function

An essential part of this analysis is to evaluate the posterior probability function at each
MCMC step. Suppose the parameters (both the parameters of interest and the nuisance
parameters) are p, the experimental observables areD; using the Bayes theorem, the posterior
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probability function can be expressed as

L(p|D) = L(D|p)P (p)∫
L(D|p)P (p) dp

(6.11)

where P (p) is the probability distribution function of p based on the prior knowledge of p.
The denominator is the normalization constant.

In practice, a likelihood function as shown by the numerator of Eq. 6.11 is constructed,
which is different from the Bayesian posterior probability function only by a scaling constant
as shown by the denominator. The total likelihood for the joint-fit analysis can be separated
into four parts:

LTot(D|θ, α) = LSK(D|θ, α)× LT2K(D|θ, α)× LSyst(α)× Losc(θ) (6.12)

where θ are the oscillation parameters θ12, θ13, θ23, ∆m2
12, ∆m2

13, ∆m2
23 and δCP , and α rep-

resents the systematic error parameters, or nuisance parameters. The detailed SK likelihood
function LSK(θ, α) and the T2K likelihood function LT2K(θ, α) will be shown later in this
section by Eq. 6.13 and Eq. 6.18, respectively. The likelihood contribution from the prior
constraints on the systematic errors LSyst(α) will be discussed in section 6.3.

In Eq. 6.12, the term Losc(θ) represents the prior constraints on the oscillation parameters.
In this analysis, we use the results from solar neutrino and reactor neutrino measurements
on sin2 θ12 and ∆m2

12 as the prior constraints; sin2 θ23, ∆m2
23 and δCP have flat priors; there

is a 50%-50% probability for normal and inverted hierarchy a priori. In addition, two cases
– with and without prior constraints on sin2 2θ13, are both considered; it is termed “with
reactor constraint” or “without reactor constraint” as sin2 2θ13 is measured most precisely
by reactor experiments. The prior constraints on oscillation parameters are summarized in
Table 6.1. It is assumed that neutrinos and anit-neutrinos are described by the same set of
oscillation parameters as prescribed by the PMNS framework. All oscillation parameters are
uncorrelated prior to the fit, and are allowed to vary in the MCMC.
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sin2 θ12 0.304± 0.017
sin2 2θ13* 0.0857± .0046
sin2 θ23 Flat prior
∆m2

12 7.53± 0.20× 10−5 eV2

∆m2
23 Flat prior

δCP Flat prior
Mass hierarchy P (NH) = P (IH) = 0.5

Table 6.1: The prior constraints on oscillation parameters. *The prior constraint on sin2 2θ13
is optional. For parameters with a prior constraint, the central value and error are taken
from PDG 2016 [131].

Eq. 6.13 shows the likelihood function of the SK samples.

LSK(D|θ, α) ≈
∏

k=0,1,2
ne=0

P1ring
e-like

(Nk,ne|θ, α)


∏

m∈[1ring
e-like events]
Em∈[ek,ek+1]

ρ (zm|Ek, θ, α)



×
∏

k=0,1,2,3
ne=0,≥1


∏

m∈[1ring
e-like events]
Em∈[ek,ek+1]

ρ (Rm|Ek, θ, α) ρ
(
P e/µ
m |Ek, θ, α

)
ρ
(
P e/π0

m |Ek, θ, α
)
ρ
(
P µ/π+

m |Ek, θ, α
)


×
∏

k=0,1,2
ne=0,1

P1ring
µ-like

(Nk,ne|θ, α)


∏

n∈[1ring
µ-like events]
En∈[ek,ek+1]

ρ (zn|Ek, θ, α)



×
∏

k=0,1,2,3
ne=0,1,≥2


∏

n∈[1ring
µ-like events]
En∈[ek,ek+1]

ρ (Rn|Ek, θ, α) ρ
(
P e/µ
n |Ek, θ, α

)
ρ
(
P e/π0

n |Ek, θ, α
)
ρ
(
P µ/π+

n |Ek, θ, α
)


×
∏

k=0,1,2,3
ne=0,1,≥2


∏

l∈[Multi-ring
events]

El∈[ek,ek+1]

ρ (Rl|Ek, θ, α) ρ
(
P
e/µ
l |Ek, θ, α

)
ρ
(
P
e/π0

l |Ek, θ, α
)
ρ
(
P
µ/π+

l |Ek, θ, α
)


(6.13)
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One may notice the “≈” symbol in Eq. 6.13. Approximations are needed to reduce the orig-
inal six-dimensional likelihood function Ln

th sample
SK (E, z,R, P e/µ, P e/π0

, P µ/π+|θ, α) into one-
dimensional distributions. By categorizing events into different visible energy categories, the
likelihood function can be broken down into normalization likelihoods and shape likelihoods

L(E, z,R, P e/µ, P e/π0
, P µ/π+ |θ, α) =

∏
k

P (Nk|θ, α)

× ρ(z, R, P e/µ, P e/π0
, P µ/π+|Ek, θ, α)

(6.14)

where it should be noted that this only refers to the n-th SK sample even though the symbol
is dropped. Further factorizing the multi-dimensional distribution requires the variables to
be independent, i.e. for a given pair of observables x and y,

L(x, y|Ek, θ, α) = L(x|Ek, θ, α)L(y|Ek, θ, α) (6.15)

where x, y are R,P e/µ, P e/π0
, P µ/π+ or z. Although this is generally true when one of the

parameters is z, as the event reconstruction should not be different for events coming from
different zenith angles, the ring-counting and PID parameters themselves are somewhat cor-
related, as shown by Figure 6.2. Even though the correlation is generally weak, it is indeed
a compromise to collapse the five-dimensional distribution into five one-dimensional distri-
butions. The posterior correlations amongst SK detector error parameters will be affected
by such approximations. Although this is one of the modest weaknesses of this analysis, it
should be noted that it is already an improvement compared to how the detector systematic
uncertainties are estimated currently [124].

The first and third lines in Eq. 6.13, i.e. the normalization and zenith angle distributions
are where the sensitivities to oscillation parameters originate, and only the “core” samples,
i.e. events with 0 decay electron (e-like) and 0 or 1 decay electron (µ-like) and visible en-
ergy < 1.33 GeV, are considered. This is because these are the most important samples for
the δCP measurement, and also the best understood – the underlying cross section model of
the dominant CCQE process has been tested by not only T2K, but other external measure-
ments [132]. Sub-GeV single-ring e-like events with one or more decay electrons, and µ-like
events with two or more decay electrons are dominated by CC1π+, the cross section model
of which is known to have discrepancies with data [133]. Since the measurement of δCP relies
heavily on a correct cross section modeling, it was decided that it is safer to not include them
until the discrepencies are understood.

Lines 2, 4, and 5 of Eq. 6.13 show the control distributions, namely the distributions of
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Figure 6.2: An example of the parameter correlation test. Top-left: ρ(z,R|θ, α) for
single-ring, e-like events with 0 decay electron and 0.3 < Evis < 0.7 GeV; top-right:
ρ(z|θ, α)ρ(R|θ, α) for single-ring, e-like events with 0 decay electron and 0.3 < Evis < 0.7
GeV; bottom-left: ρ(P e/π0

, P µ/π+|θ, α) for single-ring, µ-like events with 1 decay electron and
0.3 < Evis < 0.7 GeV; bottom-right: ρ(P e/π0|θ, α)ρ(P µ/π+|θ, α) for single-ring, µ-like events
with 1 decay electron and 0.3 < Evis < 0.7 GeV. All distributions are normalized to 1. If
there is no correlation between the two parameters x and y, then ρ(x, y) = ρ(x)ρ(y). There-
fore the top two plots are an example of cases where there is no correlation between the two
parameters, whereas the bottom two plots are an extreme case where there is a relatively
strong correlation. All samples used in this analysis are checked; most distributions do not
show strong correlation.

ring-counting parameter R, e/µ PID parameter P e/µ, e/π0 PID parameter P e/π0 , and µ/π+

PID parameter P µ/π+ , which are used to constrain the SK detector systematic errors (more
discussion in section 6.3). The control distributions are made for events with any number
of decay electrons and energy up to 3 GeV. Since only a very small number of T2K events
that make it into the final samples have visible energy larger than 3 GeV, there is an upper
limit of 3 GeV for atmospheric neutrinos in this analysis. Moreover, events with any given
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number of decay electrons are needed to constrain the detector systematic errors. This is in
contrast to the events that go into the visible energy and zenith angle distributions. Sub-
GeV single-ring e-like events with one or more decay electrons and µ-like events with two or
more decay electrons are the side-band samples, and are needed to constrain the detector
systematic errors of events with a single hadron or more than one visible particles in the final
state. Although the cross section parameters can change the shape of the control distributions
(albeit moderately) and therefore potentially cause biases in the detector systematic errors
of events with a hadron or more than one visible particles in the final state, such events only
make up a small fraction of the “core” atmospheric samples and T2K samples, and therefore
have very little effect on the measurement of oscillation parameters.

SK atmospheric neutrino events are categorized by the number of decay electrons (ne),
single-ring v.s. multi-ring, e-like v.s. µ-like, and the visible energy E. Table 6.2 shows the
visible energy bin indices k and the corresponding bin edges. Note that only events with
visible energy less than 3 GeV are considered, the reason for which is twofold. First, the T2K
cross section modeling is developed to best describe neutrinos at the energy range of the T2K
beam, which means it may be insufficient to adequately determine systematic uncertainties
for higher-energy SK samples. High energy atmospheric neutrino samples can and should
be included in the joint analysis in the future. Secondly, since the focus of this analysis is
on the δCP measurement, sub-GeV samples are sufficient as they contribute the most to the
sensitivity to δCP .

Sub-GeV Multi-GeV
Bin index k 0 1 2 3
Bin edge (GeV) 0-0.3 0.3-0.7 0.7-1.33 1.33-3

Table 6.2: Visible energy binning of SK samples.

The term P (Nk,ne|θ, α) in Eq. 6.13 is the Poisson probability for observing Nk,ne events
with ne decay electrons at the k-th visible enery bin, given oscillation parameters θ and
nuisance parameters α. Suppose the number of predicted events in the same category is
N0
k,ne(θ, α), then the Poisson probability can be described by the following equation:

P (Nk,ne|θ, α) = N0
k,ne(θ, α)Nk,ne e

−N0
k,ne

(θ,α)

Nk,ne !
(6.16)

ρ (z|Ek, θ, α) is the zenith angle shape distribution of events in the k-th visible energy bin.
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The shape likelihood associated with it is shown by Eq. 6.17,

∏
m∈[nth sample]
Em∈[ek,ek+1]

ρ (zm|Ek, θ, α) =
# of z bins∏

i=1


N0
k,i(θ, α)

# of z bins∑
j=1

N0
k,j(θ, α)



N i
k

(6.17)

where N0
k,i(θ, α) is the predicted number of events in a particular event sample, in the k-th

visible energy bin and the i-th zenith energy bin, N i
k the observed number of events. Similarly,

ρ (x|Ek, θα) is the shape likelihood of parameter x for events in the k-th visible energy bin
given θ and α, where x can be the ring-counting parameter R, e/µ PID parameter P e/µ, e/π0

PID parameter P e/π0 , or µ/π+ PID parameter P µ/π+ .

The following equation describes the likelihood function of the T2K samples:

LT2K(D|θ, α) =
# of bins∏

k1=1
P νeCC0π (Nk1|θ, α)

# of bins∏
k2=1

P νµCC0π (Nk2|θ, α)


×

# of bins∏
k3=1

P ν̄eCC0π (Nk3|θ, α)
# of bins∏

k4=1
P ν̄µCC0π (Nk4|θ, α)

 (6.18)

where Pk (Nk|θ, α) is the Poisson probability of observing Nk events in the k-th reconstructed
energy bin with given θ and α.

104



CHAPTER 6. T2K-SK JOINT FIT

6.3 Systematic uncertainties

The term LSyst(α) in Eq. 6.12 is the contribution from systematic error parameters based on
their prior constraints:

lnLSyst(α) =−
BANFF∑

i

BANFF∑
j

∆bi(V −1
b )ij∆bj


−

det∑
i

det∑
j

∆di(V −1
d )ij∆dj


−

flux∑
i

flux∑
j

∆fi(V −1
f )ij∆fj


−

Other∑
i

other∑
j

∆oi(V −1
o )ij∆oj



(6.19)

where the Vx is the covariance matrix of a given systematic error category, and ∆xi is the
deviation of parameter xi from its nominal values. The systematic error parameters can
be roughly divided into four categories: T2K beam flux and cross section systematic errors
(termed “BANFF” in the equation), SK detector systematic error (det), atmospheric neutrino
flux systematic errors (flux), and all the rest. The systematic error parameters can also affect
the likelihood function by modifying the predicted number of events in a given sample. This
section will describe the systematic error parameters and how they can modify the event
rates.

6.3.1 Beam flux and cross section systematic uncertainties

The T2K beam flux and cross section systematic error parameters used by the far detec-
tor analysis are termed “BANFF” parameters because they are the result of the so-called
“BANFF” (Beam And ND280 Flux extrapolation task Force) fit, or the near detector fit.
At the near detector, we select events with vertices in FGD1 (carbon target) or FGD2 (42%
water target) and separate them into different samples based on the number of pion tracks
(FHC), or simply the number of tracks (RHC) in the TPCs to enhance different neutrino
interaction modes. A fit is then performed to constrain the flux and cross section systematic
uncertainties simultaneously, the result of which is propagated to the far detector for oscil-
lation analyses. The BANFF fit used as the input to this analysis is described in [134]. It
should be noted that the T2K beam flux systematic uncertainties are only applied to T2K
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samples, whereas the cross section systematic uncertainties are applied to both T2K and SK
samples.

There are 100 flux systematic error parameters, among which 50 describe the flux uncer-
tainties at ND280, 50 at SK. Each parameter represents the scaling of neutrinos of a certain
flavor in a certain energy range. Table 6.3 shows the details of the 50 flux systematic error
parameters at SK. The pre-fit values and pre-fit errors are from the flux prediction prior to
the near detector fit; and the post-fit values and post-fit errors are obtained after the near
detector fit.

Table 6.4 shows the details of the cross section systematic error parameters 2 Figure 6.3
shows the pre-BANFF and post-BANFF correlations among the flux and cross section pa-
rameters. It must be noted that the pre-BANFF constraints are used in the fits to ND280
data, and that the post-BANFF parameter values and correlations are used as input to this
analysis. Among the 21 cross section parameters, 10 are normalization parameters, and the
rest are “shape” parameters which can change sample distributions in non-trivial ways. Take
the axial mass parameter MQE

A for example as shown by Figure 6.4. MQE
A can modify the

CCQE interaction cross section, which also depends on the neutrino energy, outgoing lepton
momentum and angle, etc. Re-calculating the cross sections during the fit as we vary the
shape parameters would be prohibitively time-consuming. Instead, we can consider the ratio
of the new cross section σ′ as we change MQE

A from its nominal value to the nominal cross
section σ0; the σ′/σ0 is calculated for many different values of MQE

A prior to the fit, and a
polynomial fit is performed on the σ′/σ0 v.s. MQE

A curve. During the fit, a MC event is
weighted by the σ′/σ0 corresponding to the current MQE

A value, and said weight is calculated
by the MQE

A polynomial of this particular MC event; this is done for every MC event and all
11 shape parameters.

2The BeRPA U parameter is set to have a 0.1 prior uncertainty in the fit whereas in other T2K analyses
it is fixed at its nominal value. However, its impact on the final results is negligible as shown in Appendix A.1.
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Id Horn current ν flavor ν energy (GeV) pre-fit pre-fit error post-fit post-fit error
0 FHC νµ 0.00 ∼ 0.40 1.000 0.103 1.012 0.059
1 FHC νµ 0.40 ∼ 0.50 1.000 0.102 1.033 0.054
2 FHC νµ 0.50 ∼ 0.60 1.000 0.093 1.016 0.047
3 FHC νµ 0.60 ∼ 0.70 1.000 0.084 0.976 0.044
4 FHC νµ 0.70 ∼ 1.00 1.000 0.102 0.929 0.056
5 FHC νµ 1.00 ∼ 1.50 1.000 0.085 0.951 0.050
6 FHC νµ 1.50 ∼ 2.50 1.000 0.067 1.021 0.044
7 FHC νµ 2.50 ∼ 3.50 1.000 0.072 1.038 0.046
8 FHC νµ 3.50 ∼ 5.00 1.000 0.085 1.029 0.044
9 FHC νµ 5.00 ∼ 7.00 1.000 0.097 0.989 0.044
10 FHC νµ 7.00 ∼ 30.00 1.000 0.114 0.969 0.053
11 FHC ν̄µ 0.00 ∼ 0.70 1.000 0.103 0.979 0.075
12 FHC ν̄µ 0.70 ∼ 1.00 1.000 0.078 0.969 0.049
13 FHC ν̄µ 1.00 ∼ 1.50 1.000 0.082 0.982 0.059
14 FHC ν̄µ 1.50 ∼ 2.50 1.000 0.082 1.032 0.063
15 FHC ν̄µ 2.50 ∼ 30.00 1.000 0.085 1.097 0.066
16 FHC νe 0.00 ∼ 0.50 1.000 0.091 1.016 0.048
17 FHC νe 0.50 ∼ 0.70 1.000 0.087 1.017 0.044
18 FHC νe 0.70 ∼ 0.80 1.000 0.083 1.016 0.043
19 FHC νe 0.80 ∼ 1.50 1.000 0.077 1.006 0.041
20 FHC νe 1.50 ∼ 2.50 1.000 0.076 1.025 0.042
21 FHC νe 2.50 ∼ 4.00 1.000 0.082 1.025 0.044
22 FHC νe 4.00 ∼ 30.00 1.000 0.093 1.034 0.061
23 FHC ν̄e 0.00 ∼ 2.50 1.000 0.072 1.044 0.055
24 FHC ν̄e 2.50 ∼ 30.00 1.000 0.129 1.084 0.115
25 RHC νµ 0.00 ∼ 0.70 1.000 0.094 0.983 0.067
26 RHC νµ 0.70 ∼ 1.00 1.000 0.076 0.989 0.050
27 RHC νµ 1.00 ∼ 1.50 1.000 0.075 1.003 0.047
28 RHC νµ 1.50 ∼ 2.50 1.000 0.078 1.050 0.051
29 RHC νµ 2.50 ∼ 30.00 1.000 0.078 1.043 0.046
30 RHC ν̄µ 0.00 ∼ 0.40 1.000 0.109 0.999 0.066
31 RHC ν̄µ 0.40 ∼ 0.50 1.000 0.102 1.013 0.054
32 RHC ν̄µ 0.50 ∼ 0.60 1.000 0.093 0.994 0.047
33 RHC ν̄µ 0.60 ∼ 0.70 1.000 0.083 0.973 0.043
34 RHC ν̄µ 0.70 ∼ 1.00 1.000 0.102 0.972 0.054
35 RHC ν̄µ 1.00 ∼ 1.50 1.000 0.088 0.987 0.049
36 RHC ν̄µ 1.50 ∼ 2.50 1.000 0.068 1.029 0.044
37 RHC ν̄µ 2.50 ∼ 3.50 1.000 0.070 1.058 0.049
38 RHC ν̄µ 3.50 ∼ 5.00 1.000 0.092 1.063 0.065
39 RHC ν̄µ 5.00 ∼ 7.00 1.000 0.085 1.039 0.059
40 RHC ν̄µ 7.00 ∼ 30.00 1.000 0.115 0.997 0.094
41 RHC νe 0.00 ∼ 2.50 1.000 0.066 1.043 0.048
42 RHC νe 2.50 ∼ 30.00 1.000 0.083 1.038 0.066
43 RHC ν̄e 0.00 ∼ 0.50 1.000 0.095 1.005 0.053
44 RHC ν̄e 0.50 ∼ 0.70 1.000 0.089 1.004 0.045
45 RHC ν̄e 0.70 ∼ 0.80 1.000 0.086 1.002 0.045
46 RHC ν̄e 0.80 ∼ 1.50 1.000 0.079 1.007 0.042
47 RHC ν̄e 1.50 ∼ 2.50 1.000 0.075 1.035 0.053
48 RHC ν̄e 2.50 ∼ 4.00 1.000 0.086 1.038 0.066
49 RHC ν̄e 4.00 ∼ 30.00 1.000 0.153 1.075 0.134

Table 6.3: Systematic uncertainties of the T2K beam flux parameters at SK. Pre-fit refers
to pre-ND280 fit; post-fit refers to post-ND280 fit.
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Id Parameter type nominal upper lower pre-fit pre-fit error post-fit post-fit error
50 MQE

A shape 1.0 (1.2) 0.000 9999.000 1.000 N/A 0.943 0.066
51 pF (O) shape 1.0 (225 MeV/c) 0.889 1.222 1.000 N/A 0.911 0.067
52 σ2p2h

ν norm 1.000 0.000 9999.000 1.000 N/A 1.502 0.195
53 σ2p2h

ν̄ norm 1.000 0.000 9999.000 1.000 N/A 0.726 0.231
54 σ2p2h(C)/σ2p2h(O) norm 1.000 0.000 9999.000 1.000 0.200 0.964 0.167
55 f 2p2h(O) shape 0.000 -1.000 1.000 0.000 3.000 0.997 0.347
56 C5

A shape 1.0 (1.01) 0.000 9999.000 0.950 0.149 0.966 0.064
57 MRES

A shape 1.0 (0.95) 0.000 9999.000 1.126 0.158 0.848 0.047
58 I

1/2
BKG shape 1.0 (1.30) 0.000 9999.000 0.738 0.308 1.011 0.197

59 σνe/σνµ norm 1.000 0.000 9999.000 1.000 0.028 1.000 0.028
60 σν̄e/σν̄µ norm 1.000 0.000 9999.000 1.000 0.028 1.000 0.028
61 fCCDIS shape 0.000 -9999.000 9999.000 0.000 0.400 0.385 0.197
62 fCCCoh(O) norm 1.000 0.000 9999.000 1.000 0.300 0.874 0.282
63 fNCCoh norm 1.000 0.000 9999.000 1.000 0.300 0.938 0.297
64 fNC1γ norm 1.000 0.000 9999.000 1.000 1.000 1.000 1.000
65 fNCother norm 1.000 0.000 9999.000 1.000 0.300 1.000 0.300
66 BeRPA A shape 0.590 0.000 9999.000 0.590 0.118 0.688 0.057
67 BeRPA B shape 1.050 0.000 9999.000 1.050 0.210 1.599 0.117
68 BeRPA D shape 1.130 0.000 9999.000 1.130 0.170 0.962 0.134
69 BeRPA E shape 0.880 0.000 9999.000 0.880 0.352 0.875 0.353
70 BeRPA U shape 1.200 0.000 9999.000 1.200 Fixed 1.200 0.100

Table 6.4: cross section systematic error parameters used in this analysis. The nominal
values are the default values in NEUT, which are used to generated the MC. The numbers
in brackets in column “nominal” are the nominal values of these parameters in NEUT, and
the fractional values are used in the fit; otherwise the nominal values of the parameters used
in the fit are the same as their nominal values in NEUT.

More details are listed below on the cross section systematic error parameters considered
in this analysis (listed in Tab. 6.4):

• MQE
A : MQE

A is the axial mass in the axial form factor of CCQE neutrino-nucleon
interaction. The measured CCQE cross section is a convolution of neutrino-nucleon
interaction and nuclear effect. Therefore, MQE

A is used as an effective parameter to de-
scribe neutrino-nucleus interactions. Due to the observed tension between MiniBooNE
and MINERνA data [132], a flat prior on MQE

A is used in the near detector fit; in other
words, MQE

A is only constrained by ND280 data.

• pF(O): The average Fermi momentum of a nucleon in an oxygen nucleus in the rela-
tivistic Fermi gas model. Similar to MQE

A , pF (O) is also only constrained by ND280
data due to the tension between MiniBooNE and MINERνA data [132].

• σ2p2h
ν and σ2p2h

ν̄ : The normalization of 2p2h interaction for ν and ν̄, respectively.
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Figure 6.3: The correlation matrix of the T2K beam flux parameters and cross section
parameters used in this analysis, taken from [134]. Left: pre-ND280 fit; right: post-ND280
fit. The first 50 bins correspond to the flux parameters, and the last 21 bins correspond to
the cross section parameters.
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Figure 6.4: An example of the event-by-event weight polynomials for the shape cross section
parameters. Left: MQE

A ; middle: pF (O); right: f 2p2h(O) shape parameter. There are 11 cross
section polynomials per MC event, but only 3 are shown here. The black triangles are the
event-by-event weights generated using T2KReWeight v1r27p3; the red curves are the fitted
polynomials.

They are assigned flat priors in the ND280 fit because neither T2K nor external data
has enough constraining power on the 2p2h process. No correlation is assigned be-
tween σ2p2h

ν and σ2p2h
ν̄ because different models predict very different ν/ν̄ 2p2h cross

sections [88].
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• σ2p2h(C)/σ2p2h(O) and : The C/O ratio of the 2p2h cross section. A 0.2 prior con-
straint is assigned in the ND280 fit based on a study which estimated the uncertainty
on the extrapolation from Carbon to Oxygen using electron scattering data [135].

• f2p2h(O): The shape parameter that modified the differential shape of the 2p2h process
by changing the relative contribution from meson exchange current (MEC) and nucleon-
nucleon correlations (NN) [88]. +1 means it is fully MEC, and −1 means it is fully
NN.

• C5
A, MRES

A and I1/2
BKG: C5

A is the axial form factor in the single pion production chan-
nel of the neutrino-nucleon interaction, while MRES

A is the axial mass; I1/2
BKG is the

isospin=1/2 non-resonant background. The prior constraints on the three parameters
are obtained by fits to external data on neutrino interaction with a free nucleon from
the ANL [98] and BNL [99] bubble chamber experiments [88].

• σνe/σνµ and σν̄e/σν̄µ : These parameters are included to account for the fact that νe(ν̄e)
and νµ(ν̄µ) interaction cross sections are not the same. The following covariance matrix
is used:

Vνe,ν̄e = Vrad.corr. + VSCC =
 σ2

νe σνeσν̄e

σνeσν̄e σ2
ν̄e

 =
 2× 0.022 −0.022

−0.022 2× 0.022

 (6.20)

The covariance matrix takes into account the uncorrelated 2% contribution from radia-
tive corrections, and an anti-correlated contribution to account for second class currents
(SCC) [136][137]. The constraints are added after the ND280 fit is performed as ND280
does not provide constraints on these parameters.

• fCCDIS: It is the only systematic error parameter assigned to the DIS process because
DIS events rarely make it into T2K samples. The uncertainty is parameterized as

σDIS = 0.4
Eν

(6.21)

as the uncertainty on the Bodek-Yang corrections have a larger error at low energy [88].
The numerator is 0.4 because external data shows that the uncertainty is ∼ 10% at
4 GeV [138]. Future improvements in the DIS systematic error parameterization is
crucial for the inclusion of SK multi-GeV atmospheric neutrino samples.

• fCCCoh(O) and fNCCoh: The normalization parameters for CC coherent and NC co-
herent neutrino-nucleus pion production interactions. A 30% prior error is assigned
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to fCCCoh(O) based on comparisons to MINERνA data [102]. The 30% prior error on
fNCCoh is motivated by a 15% NEUT/data discrepancy from the measurement in [139],
which has a 20% systematic uncertainty.

• fNC1γ: The normalization parameters for non-pion resonant NC interactions that pro-
duce a γ. It has a 100% error and is not constrained by ND280 fit because there is no
external data or control sample that could constrain it.

• fNCother: The normalization parameter for the NC interactions which consist of NC
elastic interactions, NC resonant interactions that produce a γ, η, or K, NC DIS and
multi-π interactions. A 30% error is assigned based on studies in ref. [120], and it is
not constrained by the ND280 fit because the NC other category at the near detector
has different components than the equivalent category at SK.

• Bernstein RPA (BeRPA (A,B,D,E,U)) shape parameters: The BeRPA parameters
are used to mock up the Random Phase Approximation (RPA) correction uncertainty
provide by the Nieves relativistic RPA model [92] as shown by Figure 6.5. The pa-
rameterization of Nieves’ RPA correction uncertainty is based on Bernstein polynomi-
als [140], hence the name “BeRPA”. RPA is a non-perturbative method to describe
microscopic quantum mechanical interactions in a complex many-body system which
has recently been used to describe the collective effects due to the interactions and
correlations of the nucleons inside the nucleus in neutrino-nucleus interaction [92][141].
The RPA correction yields modification to the neutrino-nucleus interaction cross section
described as a function of Q2, and the uncertainties come from pion-nucleus scattering
data constraints as well as a large theoretical uncertainty.

6.3.2 Final state interaction (FSI) and secondary interaction (SI)
systematic uncertainties

As described in section 4.1, T2K uses the cascade model to describe final state interactions.
Because the underlying physics principles that govern hadronic interactions inside and outside
the nucleus are the same, the pion cascade model is tuned to external π±-nucleus scattering
measurements. The tuning of the model to external data sets and the data sets themselves
are described in [91]. The parameters used in the pion scattering fit, and the fit results are
summarized in Table 6.5. The quasi-elastic scattering, absorption and hadron production
parameters scale the probability of the corresponding microscopic interaction at each step;
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T2K-TN-315-v4.0

Clearly, the continuity conditions do not correlate the parameters in the same way as310

for ERPA (Equation 2). Crucially, the parameters A and B, which peak at low-Q2
311

are no longer strongly correlated with the parameters at high-Q2.312

The nominal BeRPA parameter set and recommended uncertainties are given in313

Table 3. The nominal parameter set was found by fitting Nieves RPA as a func-314

tion of Q2 to most closely match the shape. The uncertainties are simply chosen to315

approximately cover the Nieves 1σ theoretical uncertainties provided Nieves and col-316

laborators as shown in Figure 8. U has been fixed because it introduces complicated317

correlations between parameters. The 1σ uncertainties for each of the four variable318

parameters are shown independently in Figure 9.

Parameter Nominal value Uncertainty

A 0.59 20%

B 1.05 20%

C 1.13 15%

D 0.88 40%

U 1.20 fixed

Table 3: Nominal values and uncertainties for the five BeRPA parameters. Note that
U should not be varied and no uncertainty is provided. All the parameters must be
positive and are uncorrelated between them.
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Figure 8: The BeRPA best fit value is shown (black data points) compared to the
Nieves nominal RPA model as a function of Q2 (black solid line). The nominal
BeRPA 1σ uncertainties given in Table 3 (gray band) are also shown with the theo-
retical 1σ uncertainties from Nieves for comparison (dashed black lines).

16

Figure 6.5: The BeRPA best fit value is shown (black data points) compared to the Nieves
nominal RPA model as a function of Q2 (black solid line). The nominal BeRPA uncertainties
given in Table 6.4 (gray band) are also shown with the theoretical uncertainties from Nieves
for comparison (dashed black lines) [88].

the charge exchange parameters scale the fraction of charge exchange in low momentum QE
scattering. Table 6.6 shows the correlation among the five FSI/SI parameters used in this
analysis.

Id Parameter description momentum region nominal lower upper best-fit error
0 FEFQE Quasi-elastic scattering < 500 MeV/c 1.000 0.100 1.700 1.069 0.313
1 FEFABS Absorption < 500 MeV/c 1.100 0.350 1.950 1.404 0.432
2 FEFCX Single charge exchange < 500 MeV/c 1.000 0.100 1.600 0.697 0.305
3 FEFINEL Hadron (N+n) production > 400 MeV/c 1.000 0.200 2.600 1.002 1.101
4 FEFQEH Quasi-elastic scattering > 400 MeV/c 1.800 0.800 2.800 1.824 0.859
5 FEFCXH Single charge exchange > 400 MeV/c Not used in this analysis

Table 6.5: The NEUT FSI probability scaling parameters used in the pion scattering fit; the
same parameters are used in this analysis with the exception of FEFCXH. The best-fit values
and errors are taken from [91]. The last parameter is not incorporated in this analysis for its
small effect.

A reweighting scheme [142][91] was developed to calculate the escape probability af-
ter FSI and SI relative to the nominal escape probability as a function of each parameter
value. For each MC event with at least one pion at the primary interaction vertex, a set
of five reweighting functions are generated. A 5th-order polynomial fit is performed to each
reweighting function as an approximation of the direct output of the reweighting software.
The event-by-event polynomials are used in the analysis to avoid having to re-run the FSI/SI
simulation each time. An example of the reweighting functions is shown in Fig. 6.7.
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Figure 6.6: The correlation matrix of the FSI/SI systematic error parameters used in this
analysis, as it is taken from [91].

6.3.3 SK detector systematic uncertainties

A proper detector model would be able to tell us how a given event is affected by the variations
in detector characteristics. For example, a change in water transparency, if unaccounted for,
will incur a bias in the energy reconstruction, and potentially in other reconstructed quantities
such as the reconstructed vertex position and direction; it is therefore necessary to quantify
such effects as a function of the change in water transparency. The ideal detector model
would include such quantifications of all the detector characteristics which have an impact
on the observed events. However, an effective detector model has been used in the past and
present SK and T2K analyses. The justification is that our lack of understanding of the
detector characteristics would manifest in the form of data/MC discrepancy in reconstructed
quantities; in other words, uncertainties in the detector performance can be quantified by
the such data/MC discrepancies.

In this analysis, the SK detector systematic uncertainties are parameterized as the smear-
ing and biasing of the fiTQun [110] reconstructed quantities:

Lijk → αijkL
i
jk + βijk, (6.22)

where Li are the fiTQun ring-counting parameter, the e/µ PID parameter, the e/π0 PID
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Figure 6.7: An example of the event-by-event weight polynomials for the FSI/SI parameters.
Clock-wise from the top left: FEFQE, FEFABS, FEFCX, FEFQEH and FEFINEL. The
black triangles are the event-by-event weights generated using T2KReWeight v1r27p3 and
the fitter described in [91]; the red curves are the fitted 5th-order polynomials used in this
analysis. The parameter values here are the fractional change relative to the nominal values
shown in Table 6.5.

parameter or the µ/π+ PID parameter, j is the event topology index, and k is the visible
energy bin index. The Li’s are chosen because the event selection is based on them. It should
be pointed out that this effective detector model assumes that we can only bias and smear
these parameters. Unless changes in the low-level detector parameter manifests themselves in
ways that cannot be described by the biases and smears, this model is a reasonable depiction
of the detector. Table 6.6 summarizes the seven event topology categories; they are chosen
because the detector systematic uncertainties are not expected to be the same for events
with distinctively different final state topologies. For example, the particle identification
capability gets worse if there are two overlapping rings, compared to the case where there
is only one lepton in the final state; therefore, they should be assigned different systematic
uncertainties. Four visible energy ranges are considered: 30 ∼ 300 Mev, 300 ∼ 700 Mev,
700 ∼ 1330 Mev, 1330 ∼ 3000 Mev. Therefore, there are 112 smearing (α) parameters and
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112 bias (β) parameters in total.

Index category description
0 1e Only one electron above Cherenkov threshold in the final state
1 1µ Only one muon above Cherenkov threshold in the final state

2 1e+other One electron and one or more other charged particle above
Cherenkov threshold in the final state

3 1µ+other One muon and one or more other charged particle above
Cherenkov threshold in the final state

4 1π0 Only one π0 in the final state
5 1π+ Only one π± above Cherenkov threshold in the final state
6 Other All the other cases (mostly multiple hadrons)

Table 6.6: The event categorization on which the SK detector systematic errors are based.

Two ring-counting parameter distributions are shown in Figure 6.8 as an example of
the control distributions. Note that the ring-counting parameter value is not always below
(above) zero for the 1R (MR) samples. This is because the ring-counting parameter defined
here corresponds to an intermediate step at which fiTQun compares the best single-ring
hypothesis and the best two-ring hypothesis, after which more steps are taken to determine
whether the additional ring should be kept or merged. Therefore, the eventual reconstructed
number of rings (single-ring v.s. multi-ring) does not correspond to the intermediate ring-
counting parameter exactly, neither does fiTQun provide a ring-counting parameter that
does. Nonetheless, the data/MC differences of this ring-counting parameter provides a good
approximation for the detector systematic uncertainties associated with ring-counting.
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Figure 6.8: The pre-fit ring-counting parameter distribution of the 1Re 0dcy sample (left) and
the MR 0dcy sample (right) in the visible energy range 300 < Evis < 700 MeV. Data points
are shown with statistical errors.
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Since the single-ring selection is based on the fiTQun final output of the number of
rings, whereas the ring-counting related detector systematic errors are estimated by the
data/MC discrepancies of the aforementioned ring-counting parameter, a change in the latter
should reflect in the change in the former. Ideally this should be done by re-running fiTQun
reconstruction every time the ring-counting parameter is varied (L→ αL+ β) to obtain the
reconstructed number of rings. However, doing so would take a prohibitively long time for
each MCMC step. In practice, this is done by the following re-weighting procedure, which
mimics the effect of re-running fiTQun:

• 2D look-up tables of the ring-counting parameter v.s. the number of rings are generated
prior to the fit with all parameters fixed at nominal values (oscillation parameter values
shown in Table 6.11). An example of the look-up tables are shown by Figure 6.9. Each
row is normalized to 1, which means each bin represents the fraction of the events with
a given ring-counting parameter value being reconstructed as n-ring, where n is the
x-axis bin index. Let ωnL be the weight for events with ring-counting parameter value
L and reconstructed as n-ring.

• The ring-counting parameter is varied in the MCMC as L′ = αL+β; the corresponding
weight for being reconstructed as n-ring becomes ωnL′ . Each MC event would then take
an additional weight ω = ωnL′/ωnL.

The hybrid-π0 samples [124] are used to assign prior constraints on the α and β parameters
of the e/π0 PID parameters of the 1π0 category. Figure 6.10 shows the χ2 map obtained from
a fit to the primary and secondary hybrid-π0 samples, which are used as the prior constraints
in this analysis.

6.3.4 Atmospheric neutrino flux systematic uncertainties

This analysis uses the atmospheric neutrino flux model provided by Honda et. al. [69]. 16
atmospheric flux systematic error parameters are used in this analysis as summarized by
Table 6.7.

The following sources of flux systematic uncertainties are considered:

• Absolute normalization
The absolute normalization errors are given by the Honda flux model [69]. It factors
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Figure 6.9: 2D look-up tables of the ring-counting parameter v.s. the number of reconstructed
rings. Left: atmospheric neutrino νµ flavor with only one muon above Cherenkov threshold
(index 1 in Table 6.6); right: atmospheric neutrino νµ flavor with one muon and one or more
other particles above Cherenkov threshold (index 3 in Table 6.6).
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Figure 6.10: χ2 as a function of the α and β parameters of the e/π0 PID parameters of the
1π0 category based on a fit to the hybrid-π0 samples. Left: 100 < Evis < 300 MeV; middle:
300 < Evis < 700 MeV; right: 700 < Evis < 1250 MeV. The x-axis is the smearing (α)
parameter, y-axis the bias parameter (β), z-axis the χ2. Plots are provided by Miao Jiang.

in the contributions from uncertainties on pion production in the hadronic interaction
model (δπ, calibrated with atmospheric muon measurements), Kaon production (δK),
hadronic interaction cross sections (δσ) and air density profile (δair). Figure 6.11 shows
the fractional uncertainties as a function of neutrino energy. In this analysis, two
independent normalization parameters are assigned to neutrinos with energy smaller
and larger than 1 GeV, respectively, and the fractional change when the flux parameters
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Parameter Description
abs norm E lt 1GeV Normalization constant for events with E < 1GeV
abs norm E gt 1GeV Normalization constant for events with E > 1GeV

nu nubar ratio E lt 1GeV ν/ν̄ for events with E < 1GeV
nu nubar ratio 1 E 10GeV ν/ν̄ for events with 1 < E < 10GeV
nu nubar ratio E gt 10GeV ν/ν̄ for events with E > 10GeV

nuebar nue E lt 1GeV ν̄e/νe for events with E < 1GeV
nuebar nue 1 E 10GeV ν̄e/νe for events with 1 < E < 10GeV
nuebar nue E gt 10GeV ν̄e/νe for events with E > 10GeV

numubar numu E lt 1GeV ν̄µ/νµ for events with E < 1GeV
numubar numu 1 E 10GeV ν̄µ/νµ for events with 1 < E < 10GeV
numubar numu E gt 10GeV ν̄µ/νµ for events with E > 10GeV

up down ratio Upward and downward flux ratio
horizontal vertical ratio Horizontal and vertical flux ratio

k pi ratio K/π ratio
solar activity Solar activity

nu path Neutrino path length

Table 6.7: Atmospheric neutrino flux systematic uncertainty parameters. The prior con-
straints on the flux parameters follow ∼ N(0, 1).

are changed by 1σ are given by the combined contribution from pion production and
hadronic interaction cross sections as shown by Figure 6.11.

• Flux ratio
Systematic uncertainties on the flux ratio of (νµ+ ν̄µ)/(νe+ ν̄e) is given by the difference
between the Honda flux model [69] and the flux predictions by FLUKA [80] and the
Bartol model [79]. Three flux parameters are assigned for neutrinos with energy smaller
than 1GeV, between 1GeV and 10 GeV, and above 10 GeV. The fractional change by
changing these flux parameters by 1σ is 2% for Eν < 1 GeV, 3% for 1 < Eν < 10 GeV,
and 5% for 10 < Eν < 30 GeV; above 30 GeV, the fractional change increases linearly
as a function of logEν from 5% at 30 GeV up to 30% at 1 TeV.

• ν/ν̄ ratio
The uncertainties in π+/π− and K+/K− lead to uncertainties in νµ/ν̄µ and νe/ν̄e. Three
systematic error parameters are assigned to νµ/ν̄µ(νe/ν̄e) at Eν < 1 GeV, 1 < Eν < 10
GeV and Eν > 10 GeV. The following fractional errors are assigned according to the
differences between the Honda model [69] and FLUKA [80] and the Bartol model [79]:
for νµ/ν̄µ, the uncertainties are 2% for Eν < 1 GeV, 6% for 1 < Eν < 10 GeV, 6% for
10 < Eν < 50 GeV, and then linearly increases as a function of logEν to 30% at 1 TeV;
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6.5.1 Systematic Errors in Neutrino flux

Absolute Normalization

Uncertainty in the absolute atmospheric neutrino flux is calculated by Honda et al. [78],
taking into account the atmospheric muon data (�⇡ pion production in the hadronic interaction
model), Kaon production (�K), hadronic interaction cross section (��) and the atmospheric
density profile (�air) as shown in the upper plot of Figure 6.13.

The sum of dominant uncertainties which are �⇡ and �� is shown in the lower plot of Figure
6.13. It is taken as the absolute normalization uncertainty. The systematic error is divided into
two terms for two energy regions: E⌫ < 1 GeV and E⌫ > 1 GeV.
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Figure 6.13: Contribution of each error source for atmospheric neutrino flux [78] is shown in the
upper plot. Absolute normalization uncertainty due to only �⇡ (atmospheric muon data (pion
producion)) and �� (hadronic interaction mode) as a function of neutrino energy is shown in
the lower plot, which is considered to be the absolute normalization error. The kaon production
and air density uncertainties are separately taken into account in the systematic errors.

Flavor Ratio

Systematic uncertainty in the flavor ratio (⌫µ+⌫µ)/(⌫e+⌫e) of the atmospheric neutrino flux
is estimated by comparing the Honda flux [78] with FLUKA [57] and Bartol [58] flux models.
Figure 6.14 shows the flavor ratio normalized by Honda flux model. Uncertainty estimated is 2%
for E⌫ < 1 GeV, 3% for 1 < E⌫ < 10 GeV, and 5% for 10 < E⌫ < 30 GeV. Above 30 GeV, the
uncertainty increases as a function of logE⌫ from 5% to 30% up to 1 TeV. As the error sources
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Figure 6.11: Left: absolute flux uncertainties by source as a function of neutrino energy
given by [69]. Right: absolute flux uncertainties as a function of neutrino energy used in this
analysis, which only into account the contributions from pion production (δπ) and hadronic
interaction cross section (δσ); the constributions from kaon production and air density profile
are considered separately.

for νe/ν̄e, the uncertainties are 5% for Eν < 1 GeV, 5% for 1 < Eν < 10 GeV, 8% for
10 < Eν < 100 GeV, and then linearly increases as a function of logEν to 30% at 1
TeV

• Up/down ratio and horizontal/vertical ratio
Both the up/down ratio and horizontal/vertical ratio systematic uncertainties are as-
signed by comparing the zenith angle distributions calculated by the Honda model [69],
FLUKA [80] and the Bartol model [79]. The up/down asymmetry in the unoscillated
neutrino flux is due to the Earth magnetic field; it is small at low energy because the
lepton zenith angle is not a good proxy for neutrino direction, therefore the uncertainty
is largely smeared out. As for the horizontal/vertical ratio, the uncertainty is domi-
nated by the differences in the 3D calculation methods used in the models below 3 GeV,
and by the differences in the underlying hadronic interaction K/π ratio above 3 GeV.
The 1σ errors are summarized in Table 6.8. The error values are originally calculated
for each analysis sample but assigned to true neutrino flavor here because purities are
high (> 90%) for the sub-GeV samples considered in this analysis.

• K/π ratio
The dominant source of atmospheric neutrinos is π+/π− when Eν < 10 GeV; above a few
tens of GeV, the contributions from Kaon become dominant. Using the measurement
of K/π ratio from 450 GeV/c protons on beryllium by the SPY experiment [143],
the uncertainties on atmospheric neutrino flux due to the K/π ratio uncertainty is
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Up/down ratio Horizontal/vertical ratio
1σ error = −0.02σ cos θzenith 1σ error = 0.01σ(1− 2| cos θzenith|)

Neutrino energy Flavor σ Neutrino energy Flavor σ

< 400 MeV νe, ν̄e 0.1
< 400 MeV νe, ν̄e 0.1

νµ, ν̄µ 0.3 νµ, ν̄µ 0.1

[400, 1330] MeV νe, ν̄e 0.8 [400, 1330] MeV νe, ν̄e 1.4
νµ, ν̄µ 0.5 νµ, ν̄µ 1.9

> 1330 MeV νe, ν̄e 0.7
> 1330 MeV νe, ν̄e 3.2

νµ, ν̄µ 0.2 νµ, ν̄µ 2.3

Table 6.8: The up/down ratio and horizontal/vertical ratio systematic errors.

determined to be 5% for Eν < 100 GeV, 20% for Eν > 1 TeV, and increase linearly as
a function of Eν between 100 GeV and 1 TeV.

• Solar activity
Solar activity has a 11-year cycle, and it can affect the Earth magnetic field, and
therefore the primary cosmic rays arriving at the Earth atmosphere. The variation in
neutrino fluxes as a result of a ±1 year variation in the Solar cycle is taken as the
uncertainty, which is 10% for the SK-IV period.

• Neutrino path length
Neutrino oscillation probability is dependent on the height at which atmospheric neu-
trinos are produced, especially for the downward-going and horizontal-going neutrinos.
The average neutrino path length depends on the atmosphere density profile, the un-
certainty of which is determined to be 10% by comparing the US-standard ’76 and the
MSISE-90 atmosphere models [144]. The calculation of neutrino oscillation probabil-
ity factors in the variation of neutrino production height as a result of the air density
uncertainty.

6.3.5 Other systematic uncertainties

The remaining systematic uncertainties are summarized by Table 6.9.

• T2K and SK energy scale errors
The T2K and SK energy scale errors are fully correlated; it is calibrated using a number
of natural sidebands ranging from tens of MeV to a few TeV, including cosmic muons
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which stop inside the detector and the associated decay electrons and neutral current
π0 events. The absolute energy scale is taken as the relative data/MC difference of
the most discrepant sample. The time variations of the reconstructed decay electron
momentum and the muon momentum divided by range in the stopping muon sideband
are also considered. The final energy scale error is the quadratic sum of the absolute
energy scale error and the time variation error. It is estimated to be 2.1% for SK-
IV [123].

• SK up-down energy calibration
The up-down asymmetry in energy scale is estimated to be 0.3% based on the data/MC
directional difference in the decay electrons from stopping cosmic muons.

• SK FC reduction
The uncertainty related to the FC reduction efficiency is estimated to be 1.3% based
on comparisons between data/MC after FC reduction.

• SK FV
The fiducial volume uncertainty is estimated by the change of number of events inside
the fiducial volume by shifting each MC event inward and outward by 10 cm. It is
estimated to be 2% for SK samples.

• SK decay-e tagging efficiency
The decay electron tagging efficiency is estimated using the cosmic stopping muon side-
band samples. The error is estimated to be 0.8% for the efficiency in identifying a decay
electron when there is one, and 1.6% for identifying two decay electrons when there is
one. The fractional error of each SK sample is then calculated based on the event rate.
For example, the uncertainty on the 1Re 0dcy sample is −(0.008×N1Re 1dcy/N1Re 0dcy ,
where N1Re 0dcy is the number of events in the 1Re 0dcy sample.

• SK background
The background error is estimated by the eye-scanning of non-neutrino background
events such as cosmic muons and PMT flashers. It is determined to be 0.02% for the
sub-GeV samples.

• T2K FV and decay electron tagging efficiency
The decay electron tagging efficiency and fiducial volume uncertainties for the T2K
samples are estimated in the same way as the SK samples. The decay electron tagging
efficiency is estimated to be 0.22% for the CCQE-like samples, and the FV uncertainty
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is 0.43% [124]. Since each T2K sample has similar errors in both, a quadratic sum is
taken and a 0.5% normalization error is assigned to all four T2K samples.

Parameter Nominal Error
sk energy scale 0 0.021

sk up down calibration 0 0.003
sk fc reduction 0 0.013

sk non nue bg elike 0 0.0002
sk nu bg mulike 0 0.0002

sk FV 0 0.02
sk decay e tagging 0 0.03
t2k energy scale 0 0.021

t2k FV decay e tagging 0 0.005

Table 6.9: The remaining systematic error parameters. The T2K energy scale error is fully
correlated with the SK energy scale error.

6.4 Event samples

As shown in section 6.2, three “core” samples and four “side-band” samples of SK atmospheric
neutrinos, and four samples of T2K beam neutrinos are used in this analysis. This section
describes the event selection for the samples used as input for the oscillation analysis. The
pre-fit sample data/MC distributions are shown, as well as the effect of systematic error
parameters on the number of events.

6.4.1 MC predictions and pre-fit data/MC comparison

The pre-fit MC prediction is generated assuming the same exposure as the data used in this
analysis, as shown by Table 6.10, and neutrino oscillation is assumed using the parameters
shown in Table 6.11. The 3-flavor (with matter effect) oscillation probabilities are calculated
using the software Prob3++ [116]. Since the MC events are generated assuming no oscillation,
each MC event can be weighted according to the unoscillated flux and oscillation probabilities.

For each T2K run mode (FHC/RHC), six independent MC samples are generated with
their respective unoscillated flux, each for a different oscillation channel: νµ→νµ with νµ flux,
ν̄µ→ν̄µ with ν̄µ flux, intrinsic νe→νe with intrinsic νe flux, intrinsic ν̄e→ν̄e with intrinsic
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Exposure
T2K Run1-8 FHC 14.734× 1020 POT
T2K Run1-8 RHC 7.557× 1020 POT
SK-IV atmospheric 2519.89 days

Table 6.10: The exposure used in this analysis.

sin2 θ12 0.304
sin2 θ13 0.0219
sin2 θ23 0.528
∆m2

21 7.53× 10−5 eV2

∆m2
32 2.509× 10−3 eV2

δCP −1.601 (rad.)

Table 6.11: Default neutrino oscillation parameters used to make pre-fit data/MC distribu-
tions and Asimov data fit.

ν̄e flux, νµ→νe with νµ flux, and ν̄µ→ν̄e with ν̄µ flux. The oscillation weight applied to each
MC event in the (—)

να →
(—)

ν β channel is calculated by Prob3++. Channels νe→νµ and ν̄e→ν̄µ, or
any oscillations into (—)

ν τ are ignored because of their negligible contributions to the observed
events at SK.

For SK atmospheric neutrinos, all oscillation channels should be considered. The oscilla-
tion weight applied to each MC event is

ωνα = fνµP (νµ → να) + fνeP (νe → να)
fνα

(6.23)

where να = νe, νµ or ντ , fνα is the nominal να flux without oscillation, and P (νβ → να) is
the νβ → να oscillation probability. Anti-neutrinos are treated in the same way. P (νβ → να)
can be calculated by Prob3++ given zenith angle (hence the average baseline).

Aside from oscillation probabilities, additional T2K flux tuning and post-BANFF tuning
are applied to each MC event. The flux tuning [145] is obtained by the in-situ measurements
during the data-taking period, and therefore is updated after each T2K run period and only
applied to T2K MC events. Adding the flux tuning is equivalent to re-generating the T2K
MC using updated fluxes without having to do so. The post-BANFF tuning refers to the
adjustment made to each MC event based on the post-ND280 fit flux and cross section best-fit
values. The post-BANFF flux tuning is only applied to T2K MC, and the post-BANFF cross
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section tuning is applied to both the T2K MC and the SK atmospheric neutrino MC. It should
also be pointed out that although the MC was generated using the spectral function (SF)
model for the CCQE interaction, each MC event is weighted to mock up the RFG+rel.RPA
model [88]. This is also done to avoid the CPU-consuming process of generating new MC.

For each step in the Markov chain during the fit, the oscillation probabilities are re-
calculated, and each MC event is weighted according to the current oscillation parameters
and nuisance parameters. For SK atmospheric neutrinos in particular, when the unoscillated
flux is changed by the flux systematic error parameters, the weight applied to each MC event
becomes

ω′να =
f ′νµP (νµ → να) + f ′νeP (νe → να)

fνα
(6.24)

where f ′να is the να flux modified by the flux systematic error parameters.

6.4.2 T2K samples

The T2K event selections have been discussed in detail in Chapter 5. Tables 6.12 6.13 6.14 6.15
show the event rate predictions for each T2K sample. Figures 6.12 6.13 show the T2K sample
reconstructed energy distributions.
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νµ ν̄µ νe ν̄e Signal νe Signal ν̄e
CCQE 0.15997 0.00632 6.26493 0.25353 46.01964 0.27627
MEC 0.03009 0.00117 1.59737 0.04277 8.68482 0.03896
CC1π 0.05192 0.00295 1.05792 0.07173 5.11422 0.05027

CC coherent 0.00014 0.00017 0.00901 0.00412 0.03873 0.00336
CC DIS 0.00833 0.00038 0.10691 0.00808 0.07079 0.00274

CC other 0.00044 0.00000 0.01883 0.00092 0.00874 0.00023
NCπ0 1.67171 0.05897 0.03649 0.00351 0.00000 0.00000
NCπ± 0.15441 0.00985 0.00450 0.00058 0.00000 0.00000

NC coherent 0.52817 0.04794 0.00715 0.00294 0.00000 0.00000
NCγ 0.94222 0.04983 0.01687 0.00233 0.00000 0.00000

NC other 0.34206 0.02264 0.01870 0.00140 0.00000 0.00000
Total 3.88944 0.20022 9.13869 0.39191 59.93694 0.37183

Total MC 73.92903
Total data 74

Table 6.12: Expected numbers of signal and background events passing the event selections
broken down in oscillation channel and interaction mode. Oscillation parameters are set to
the values in Table 6.11. Expectations are normalized to 14.734× 1020 POT.

νµ ν̄µ νe ν̄e Signal νe Signal ν̄e
CCQE 0.01289 0.02394 0.50634 0.84101 1.02054 2.83338
MEC 0.00294 0.00222 0.14383 0.11306 0.23304 0.33048
CC1π 0.00814 0.00792 0.11440 0.15266 0.16267 0.35266

CC coherent 0.00003 0.00042 0.00113 0.01101 0.00125 0.03212
CC DIS 0.00295 0.00058 0.01877 0.01016 0.00904 0.00512

CC other 0.00091 0.00069 0.00226 0.00076 0.00125 0.00044
NCπ0 0.13578 0.17261 0.00537 0.00465 0.00000 0.00000
NCπ± 0.02354 0.01807 0.00120 0.00076 0.00000 0.00000

NC coherent 0.04803 0.20260 0.00221 0.00317 0.00000 0.00000
NCγ 0.07984 0.17490 0.00438 0.00383 0.00000 0.00000

NC other 0.06002 0.02883 0.00243 0.00105 0.00000 0.00000
Total 0.37507 0.63278 0.80231 1.14213 1.42779 3.55421

Total MC 7.93429
Total data 7

Table 6.13: Expected numbers of signal and background events passing the event selection
broken down in oscillation channel and interaction mode. Oscillation parameters are set to
the values in Table 6.11. Expectations are normalized to 7.557× 1020 POT.
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νµ ν̄µ νe ν̄e Signal νe Signal ν̄e
CCQE 174.15107 10.92992 0.00364 0.00020 0.02268 0.00016
MEC 35.54530 1.41150 0.00152 0.00008 0.02542 0.00004
CC1π 30.56042 2.78749 0.00186 0.00008 0.02642 0.00008

CC coherent 0.30470 0.09503 0.00000 0.00000 0.00000 0.00000
CC DIS 4.92405 0.36394 0.00035 0.00006 0.00000 0.00000

CC other 0.77193 0.04728 0.00042 0.00000 0.00000 0.00000
NCπ0 0.50364 0.01796 0.01576 0.00128 0.00000 0.00000
NCπ± 4.73899 0.16952 0.09572 0.00946 0.00000 0.00000

NC coherent 0.00000 0.00043 0.00000 0.00003 0.00000 0.00000
NCγ 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

NC other 2.12757 0.13326 0.07528 0.00917 0.00000 0.00000
total 253.62767 15.95633 0.19456 0.02035 0.07452 0.00028

Total MC 269.87372
Total data 240

Table 6.14: Expected numbers of signal and background events passing the event selections
broken down in oscillation channel and interaction mode. Oscillation parameters are set to
the values in Table 6.11. Expectations are normalized to 14.734× 1020 POT .

νµ ν̄µ νe ν̄e Signal νe Signal ν̄e
CCQE 15.17378 29.66529 0.00084 0.00088 0.00080 0.00137
MEC 4.47557 2.84247 0.00026 0.00027 0.00034 0.00021
CC1π 4.34817 4.82419 0.00036 0.00021 0.00063 0.00068

CC coherent 0.04957 0.18034 0.00000 0.00005 0.00000 0.00006
CC DIS 0.85520 0.54380 0.00004 0.00000 0.00000 0.00000

CC other 0.11859 0.06928 0.00006 0.00000 0.00000 0.00000
NCπ0 0.05234 0.05034 0.00196 0.00149 0.00000 0.00000
NCπ± 0.34920 0.44624 0.01503 0.01191 0.00000 0.00000

NC coherent 0.00000 0.00201 0.00000 0.00000 0.00000 0.00000
NCγ 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

NC other 0.32676 0.20423 0.01721 0.00816 0.00000 0.00000
Total 25.74918 38.82819 0.03576 0.02296 0.00177 0.00232

Total MC 64.64018
Total data 68

Table 6.15: Expected numbers of signal and background events passing the event selections
broken down in oscillation channel and interaction mode. Oscillation parameters are set to
the values in Table 6.11. Expectations are normalized to 7.557× 1020 POT .

6.4.3 SK samples

The following is a list summarizing the criteria used to select the SK samples:
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Figure 6.12: Reconstructed neutrino energy distribution for the final selected νe candidates
(left) and ν̄e candidates (right) for Run1-8 data. MC distributions are made using oscillation
parameters shown in Table 6.11 and are POT-normalized to data. Data is shown with
statistical errors only.
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Figure 6.13: Reconstructed neutrino energy distribution for the final selected νµ candidates
(left) and ν̄µ candidates (right) for Run1-8 data. MC distributions are made using oscillation
parameters shown in Table 6.11 and are POT-normalized to data. Data is shown with
statistical errors only.

• Pre-selection (applied to both core and side-band samples):

– Fully contained: pass the FC reduction described in section 5.1
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– Inside fiducial volume: dwall > 50 cm, Evis > 30 MeV

• Core samples:

1. Sub-Gev 1Re 0dcy

0.1 < Evis < 1.33 GeV, single-ring, e-like, one sub-event (0 decay electron)

2. Sub-Gev 1Rµ 0dcy

Evis < 1.33 GeV, single-ring, µ-like, reconstructed µ momentum pµ > 200 MeV/c,
one sub-event

3. Sub-Gev 1Rµ 1dcy

Evis < 1.33 GeV, single-ring, µ-like, reconstructed µ momentum pµ > 200 MeV/c,
two sub-events (1 decay electron)

• Side-band samples:

1. Sub-Gev 1Re ≥ 1dcy

0.1 < Evis < 1.33 GeV, single-ring, e-like, two or more sub-events (≥ 1 decay
electron)

2. Sub-Gev 1Rµ ≥ 2dcy

Evis < 1.33 GeV, single-ring, µ-like, reconstructed µ momentum pµ > 200 MeV/c,
three or more sub-events (≥ 2 decay electrons)

3. Sub-Gev MR 0dcy

Evis < 1.33 GeV, multi-ring, one sub-event (0 decay electron)

4. Sub-Gev MR ≥ 1dcy

Evis < 1.33 GeV, multi-ring, two or more sub-events (≥ 1 decay electron)

Table 6.16 shows the statistics and the breakdown by interaction mode of the core samples.
Note that ντ/ν̄τ components are not shown in the table although (—)

ν µ/e →
(—)

ν τ oscillations
happen and that there is evidence of (—)

ν τ interactions from atmospheric neutrinos in SK [146].
This is because (—)

ν τ charged current interactions have a threshold of Eν > 3.5 GeV, and
therefore almost never make it into the sub-GeV samples, while neutral current interactions
are agnostic to flavors.

Figure 6.14 shows the pre-fit zenith angle distributions of the core samples. The pre-fit
control distributions are shown in Appendix A.2.
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% Sub-GeV 1Re 0dcy Sub-GeV 1Rµ 0dcy Sub-GeV 1Rµ 1dcy
Evis (GeV) < 0.3 0.3 ∼ 0.7 0.7 ∼ 1.33 < 0.3 0.3 ∼ 0.7 0.7 ∼ 1.33 < 0.3 0.3 ∼ 0.7 0.7 ∼ 1.33
νe CC 78.56% 74.65% 67.68% 1.78% 0.88% 0.24% 0.03% 0.01% 0.02%
ν̄e CC 18.40% 20.46% 29.12% 0.50% 0.23% 0.11% 0.00% 0.00% 0.00%
νµ CC 0.71% 0.72% 0.17% 64.56% 83.68% 79.08% 75.54% 69.07% 61.56%
ν̄µ CC 0.19% 0.27% 0.06% 2.69% 11.22% 20.29% 20.95% 30.36% 38.34%

NC 2.14% 3.90% 2.96% 30.47% 3.98% 0.28% 3.47% 0.56% 0.09%
Total
Total MC 2662.78 2561.01 1133.72 476.42 310.81 211.13 2538.45 1784.79 917.90
Total Data 2510 2477 1105 451 311 182 2603 1892 936

1Re 0dcy 1Rµ 0dcy 1Rµ 1dcy
νe CC 75.04% 1.17% 0.02%
ν̄e CC 21.14% 0.33% 0.00%
νµ CC 0.62% 73.58% 70.89%
ν̄µ CC 0.20% 9.07% 27.20%
NC 3.00% 15.84% 1.89%
Total MC 6357.52 998.37 5241.14
Total Data 6092 944 5431

Table 6.16: Event rates and interaction mode breakdown for each SK “core” sample. The
oscillation parameters shown in Table 6.11 are used to calculate the MC predictions. 2519.89
days of SK-4 data is used, and MC is scaled to the same exposure as data.

6.4.4 Effect of systematic uncertainties on T2K and SK samples

The fractional uncertainties on the number of events in the T2K and SK samples are cal-
culated to identify the contributions from each source of systematic uncertainties. For all
error sources except for the SK detector systematic uncertainties, 2,500 parameter sets are
randomly thrown from each source based on its pre-fit constraints; the number of events is
calculated for each throw, and the R.M.S to nominal event rate ratio is taken as the fractional
uncertainty. For the SK detector systematic uncertainties, 2,500 SK detector parameter sets
are randomly sampled from the post-data fit Markov chain posterior, and the number of
events calculated for each parameter set, R.M.S. to nominal event rate ratio taken as the
fractional uncertainty.

Table 6.17 shows the effect of systematic uncertainties on the event rate in each T2K
sample. The cross section and flux combined uncertainty is smaller than either the cross
section or flux uncertainty individually because they are anti-correlated after the ND280 fit.
The T2K flux and cross section are the dominant source of systematic error for T2K. The
SK detector error has been reduced compared to the current T2K analysis [147] because the
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Figure 6.14: The pre-fit cosine zenith angle distributions. The samples from left to right are:
1Re 0dcy, 1Rµ 0dcy, 1Rµ 1dcy. The energy ranges from top to bottom are: Evis < 400 MeV,
400 < Evis < 700 MeV, 700 < Evis < 1330 MeV. Data is shown with statistical errors only.
The oscillation parameters shown in Table 6.11 are used to calculate the MC predictions.
2519.89 days of SK-4 data is used, and MC is scaled to the same exposure as data. cos θ = 1
for downward going events; cos θ = −1 for upward going events.

evaluation of SK detector systematic error is done simultaneously with the oscillation fit and
no longer incorrectly folds in atmospheric neutrino flux and cross section uncertainties.

Table 6.18 shows the effect of systematic uncertainties on the event rate in each SK core
sample. The biggest source of uncertainty for the 1Rµ 0dcy sample comes from FSI and SI
due to the significant NC1π+ background at low energy. For the 1Re 0dcy sample and the
1Rµ 1dcy sample, the dominant systematic errors are from the atmospheric neutrino flux
prediction.
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FHC νe FHC νµ RHC ν̄e RHC ν̄µ

cross section 5.28% 4.40% 5.28% 3.97%
T2K flux 4.29% 4.22% 3.95% 3.88%
cross section and flux 4.26% 3.12% 4.41% 2.74%
FSI/SI 1.55% 2.02% 1.28% 1.88%
Energy scale and reduction 0.59% 0.49% 0.86% 0.49%
SK Detector 1.19% 0.69% 1.70% 0.59%
Total 4.61% 3.92% 4.73% 3.53%

Table 6.17: Fractional uncertainties on the number of events in each T2K sample due to each
source of systematic uncertainties.

1Re 0dcy 1Rµ 0dcy 1Rµ 1dcy
cross section 4.73% 4.37% 4.48%
FSI/SI 1.63% 9.35% 3.35%
cross section and FSI/SI 4.97% 10.49% 5.52%
Atmospheric flux 10.95% 6.44% 7.13%
Energy scale and reduction 2.43% 2.55% 4.86%
SK Detector 0.31% 1.71% 1.36%
Total 12.22% 13.10% 10.39%

Table 6.18: Fractional uncertainties on the number of events in each SK sample due to each
source of systematic uncertainties.

6.5 Asimov sensitivities

Sensitivity to the oscillation parameters can be evaluated by a fit to the so-call “Asimov” data
set, which is a mock data set generated by setting all the nuisance parameters to their nominal
values (the post-ND280 best-fit for the BANFF parameters). The oscillation parameters
used in the sensitivity study are shown in Table 6.11, and the exposure assumed is shown in
Table 6.10. The Asimov data set represents an average expectation of the experiment with
given true oscillation parameters; the fit itself is also a sanity check of the fitting framework
before analyzing data. Only the posterior distributions of the oscillation parameters will be
shown; those of the nuisance parameters are included in Appendix A.3, which show that the
nuisance parameters behave as expected.
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6.5.1 Asimov sensitivity without reactor constraint

The MCMC algorithm as described in section 6.1 is used, and credible intervals are calculated.
The burn-in is chosen to be 50,000 steps, and a total number of ∼ 10 million post burn-
in steps are used. Figure 6.15 shows the 68% and 90% credible intervals; the color scale
shows the number of post burn-in steps in each bin; the best-fit point is the mode of the
marginalized 2D posterior probability distribution. The best-fit point of ∆m2

23 v.s. sin2 θ23

is significantly different from the input values because of the marginalization effect; the
differences in probability between the bin which corresponds to the best-fit point and the
bin which corresponds to the input values is less than 10%. Figure 6.16 shows the posterior
probability distribution of δCP and credible intervals. The δCP 68% (1σ) credible interval is
[−3.016,−0.691], and the 90% credible is [−π, 0.063], [2.388, π].
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Figure 6.15: Posterior probability distributions and credible intervals of the Asimov fit using
parameters shown in Table 6.11. Left: δCP v.s. sin2 θ13; right: ∆m2

32 v.s. sin2 θ23.

Table 6.19 shows the posterior probabilities in each θ23 and MH octant. The prior on the
mass hierarchy is π(NH) = π(IH) = 0.5, i.e. the sign of ∆m2

32 is allowed to flip between
positive and negative with equal probabilities. With input values sin2 θ23 = 0.5208 and
∆m2

32 = 2.509 × 10−3 eV2, only a slight preference to the θ23 > 45◦ (56.1%) and normal
hierarchy (59.1%) is observed. This shows that the T2K samples and the three SK sub-GeV
CCQE-like atmospheric neutrino samples have little sensitivity to the θ23 octant and MH
(i.e. NH and IH).
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Figure 6.16: δCP posterior probability distribution and credible intervals of the Asimov fit
using parameters shown in Table 6.11.

sin2 θ23 < 0.5 sin2 θ23 > 0.5 Sum
∆m2

32 < 0 0.185 0.225 0.409
∆m2

32 > 0 0.254 0.336 0.591
Sum 0.439 0.561 1

Table 6.19: Posterior probabilities for each θ23 and MH octant of the Asimov fit using pa-
rameters shown in Table 6.11.

6.5.2 Asimov sensitivity with reactor constraint

Using the same Markov chain posterior, one can also study the impact of applying a prior
constraint on sin2 2θ13 provided by the reactor neutrino experiments [39]. This is done by
assigning a weight for each step in the posterior chain based on the value of sin2 2θ13 in said
step

ω = 1√
2πσ

e−(sin2 2θ13−0.0857)2
/2σ2 (6.25)

where σ = 0.0046. Mathematically, it is equivalent to running a separate Markov Chain with
the same constraint on sin2 2θ13.

Figure 6.17 shows the 2D posterior probability distributions and credible intervals; Fig-
ure 6.18 shows the 1D δCP posterior probability distribution and credible intervals. The
reactor constraint on sin2 2θ13 improves the sensitivity to δCP , sin2 θ23 and |∆m2

32|. This is
easy to understand, as they are all present in the leading term in the appearance and disap-
pearance probabilities, therefore a tighter constraint on one parameter will enable the others
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to be measured more precisely. The δCP 68% credible interval now becomes [−2.513,−0.880],
and the 90% credible interval is [−3.016,−0.377]. Note that the CP-conserving value δCP = 0
now lies outside of the 2σ interval, while δCP = π is outside of the 90% interval.
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Figure 6.17: Posterior probability distributions and credible intervals of the Asimov fit using
parameters shown in Table 6.11 with additional constraint sin2 2θ13 = 0.0857±0.0046 applied.
Left: δCP v.s. sin2 θ13; right: ∆m2

32 v.s. sin2 θ23.
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Figure 6.18: δCP posterior probability distribution and credible intervals of the Asimov fit
using parameters shown in Table 6.11 with additional constraint sin2 2θ13 = 0.0857± 0.0046
applied.

Table 6.20 shows the posterior probabilities for each θ23 octant and MH with reactor
constraint sin2 2θ13 = 0.0857± 0.0046 applied. In this case, the experiments have a stronger
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preference for normal hierarchy (73.4%) and θ23 > 45◦ (79.6%) compared to the case without
the reactor constraint.

sin2 θ23 < 0.5 sin2 θ23 > 0.5 Sum
∆m2

32 < 0 0.0685 0.197 0.266
∆m2

32 > 0 0.225 0.509 0.734
Sum 0.294 0.706 1

Table 6.20: Posterior probabilities for each θ23 and MH octant of the Asimov fit using pa-
rameters shown in Table 6.11 with additional constraint sin2 2θ13 = 0.0857± 0.0046 applied.

6.5.3 Sensitivity compared to T2K-only analysis

Figures 6.19 and 6.20 show a comparison between this study and the T2K-only study [147]
using the same T2K exposure. Note that the T2K-only study uses five T2K samples (four
CCQE-like samples and the νe CC1π+ sample), whereas the T2K+SK joint fit analysis only
uses the four CCQE-like samples from T2K. Sizable improvements in sensitivity are obtained
by combing sub-GeV CCQE-like SK atmospheric neutrino samples with the T2K CCQE-like
samples, particularly for the δCP measurement without reactor constraint. T2K is much
more sensitive to |∆m2

32| and sin2 θ23 than SK because of the fixed baseline; therefore, the
improvement in the measurement of those parameters is much less significant compared to
δCP .
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Figure 6.19: A comparison between the T2K+SK sensitivity with the T2K-only sensitivity.
Top left: δCP v.s. sin2 θ13 without reactor constraint; top right: ∆m2

32 v.s. sin2 θ23 without
reactor constraint; bottom left: δCP v.s. sin2 θ13 with reactor constraint sin2 2θ13 = 0.0857±
0.0046; bottom right: ∆m2

32 v.s. sin2 θ23 with reactor constraint sin2 2θ13 = 0.0857± 0.0046.
The T2K-only sensitivities are taken from [147]. Note that the T2K-only study uses five T2K
samples (four CCQE-like samples and the νe CC1π+ sample), whereas the T2K+SK joint fit
analysis only uses the four CCQE-like samples from T2K.
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Figure 6.20: A comparison between the T2K+SK sensitivity to δCP with the T2K-only
sensitivity. Left: without reactor constraint; right: with reactor constraint sin2 2θ13 =
0.0857 ± 0.0046. The T2K-only sensitivities are taken from [147]. Note that the T2K-only
study uses five T2K samples (four CCQE-like samples and the νe CC1π+ sample), whereas
the T2K+SK joint fit analysis only uses the four CCQE-like samples from T2K.

6.6 Data fit results

The data fit is performed on the T2K and SK data with the exposure shown in Table 6.10.
The burn-in is chosen to be 100,000 steps to be conservative. The results shown in this
chapter are based on 15.7M post burn-in steps. Again, a fit without reactor constraint is
performed; the results labeled “with reactor constraint” are obtained by adding an additional
weight to each step based on the value of sin2 2θ13 as described in the previous chapter.

6.6.1 Data fit results on oscillation parameters

Figures 6.21 and 6.22 show the 2D posterior probability distributions and credible intervals,
both with and without reactor constraint. The addition of reactor constraint pushes δCP
towards maximum CP-violating value −π/2 and sin2 θ23 towards higher value. Even without
the reactor constraint, certain parts of the δCP -sin2 θ13 phase space are ruled out at 90%.
Figure 6.23 shows the δCP 1D posterior probability distribution and credible intervals in
normal hierarchy, inverted hierarchy, and with mass hierarchy marginalized. It is clear that
if mass hierarchy is known to be either normal or inverted, the preferred δCP range would be
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different than the case in which mass hierarchy is marginalized. The double-peak in the top
left δCP probability distribution is due to such mass hierarchy-dependent preference as well.
In all three cases, the addition of reactor constraint improves the constraint on δCP , and the
CP -conserving value δCP = 0 is ruled out at 2σ.
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Figure 6.21: Posterior probability distributions and credible intervals of δCP v.s. sin2 θ13
from the data fit. Left: without reactor constraint; right: with reactor constraint sin2 2θ13 =
0.0857± 0.0046.
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Figure 6.22: Posterior probability distributions and credible intervals of ∆m2
32 v.s. sin2 θ23

from the data fit. Left: without reactor constraint; right: with reactor constraint sin2 2θ13 =
0.0857± 0.0046.

138



CHAPTER 6. T2K-SK JOINT FIT

3− 2− 1− 0 1 2 3

 (rad.)CPδ

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Po
st

er
io

r 
pr

ob
ab

ili
ty

 d
en

si
ty

95.4% Credible Interval
90% Credible Interval
68% Credible Interval

3− 2− 1− 0 1 2 3

 (rad.)CPδ

0

0.1

0.2

0.3

0.4

0.5

Po
st

er
io

r 
pr

ob
ab

ili
ty

 d
en

si
ty

95.4% Credible Interval
90% Credible Interval
68% Credible Interval

3− 2− 1− 0 1 2 3

 (rad.)CPδ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Po
st

er
io

r 
pr

ob
ab

ili
ty

 d
en

si
ty

95.4% Credible Interval
90% Credible Interval
68% Credible Interval

3− 2− 1− 0 1 2 3

 (rad.)CPδ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Po
st

er
io

r 
pr

ob
ab

ili
ty

 d
en

si
ty

95.4% Credible Interval
90% Credible Interval
68% Credible Interval

3− 2− 1− 0 1 2 3

 (rad.)CPδ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Po
st

er
io

r 
pr

ob
ab

ili
ty

 d
en

si
ty

95.4% Credible Interval
90% Credible Interval
68% Credible Interval

3− 2− 1− 0 1 2 3

 (rad.)CPδ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Po
st

er
io

r 
pr

ob
ab

ili
ty

 d
en

si
ty

95.4% Credible Interval
90% Credible Interval
68% Credible Interval

w/o reactor constraint
MH marginalized

w/ reactor constraint
MH marginalized

Normal hierarchy Normal hierarchy

Inverted hierarchy Inverted hierarchy

Figure 6.23: δCP posterior probability distribution and credible intervals of the data fit.
Left column: without reactor constraint; right column: with reactor constraint sin2 2θ13 =
0.0857± 0.0046. From top to bottom: mass hierarchy marginalized; normal hierarchy only;
inverted hierarchy only.

Figure 6.24 shows the 1D posterior distributions and credible intervals of ∆m2
32, sin2 θ23

and sin2 θ13 with mass hierarchy marginalized. T2K+SK itself prefers a slightly larger sin2 θ13

than what the reactor constraint dictates; nevertheless the T2K+SK measurement of sin2 θ13

is consistent with the reactor measurements. The best-fit values, 68% and 90% credible
intervals of ∆m2

32, sin2 θ23, δCP and sin2 θ13 are shown in Table 6.21 with marginalized mass
hierarchy, normal hierarchy and inverted hierarchy. The effect of reactor constraint is also
listed. The best-fit values of sin2 θ23 and ∆m2

32 (sin2 θ13 and δCP ) are the mode of the 2D
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posterior probability distribution of sin2 θ23 v.s. ∆m2
32 (sin2 θ13 v.s. δCP ). The best-fit

values without reactor constraint in separate mass hierarchy is more different than they are
with reactor constraint. The 68% and 90% credible intervals are calculated based on their
respective marginalized 1D posterior distributions.
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Figure 6.24: 1D posterior probability distributions and credible intervals of the data fit.
Left column: without reactor constraint; right column: with reactor constraint sin2 2θ13 =
0.0857± 0.0046. From top to bottom: ∆m2

32; sin2 θ23; sin2 θ13.

Table 6.22 shows the posterior probabilities in each θ23 octant and MH without reactor
constraint. The prior on the mass hierarchy is π(NH) = π(IH) = 0.5. Only a slight
preference to θ23 > 45◦ (78.4%) and normal hierarchy (66.3%) is observed. The preferences
are slightly stronger than the sensitivity. Table 6.23 shows the θ23 and MH octant preference
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sin2 θ23 ∆m2
32 (10−3eV2) sin2 θ13 δCP

Mass hierarchy marginalized, w/o reactor constraint
2D best-fit 0.528 2.46 0.0270 −2.765

68% C.I. range [0.50, 0.56] [−2.532,−2.484], [2.400, 2.544] [0.0223, 0.0335] [−π,−0.898], [2.96, π]
90% C.I. range [0.46, 0.58] [−2.604,−2.412], [2.352, 2.580] [0.0198, 0.0382] [−π,−0.180], [2.333, π]

Mass hierarchy marginalized, w/ reactor constraint
2D best-fit 0.543 2.49 0.0223 −2.011

68% C.I. range [0.52, 0.57] [2.400, 2.532] [0.0210, 0.0235] [−2.783,−1.167]
90% C.I. range [0.48, 0.59] [−2.592,−2.436], [2.352, 2.592] [0.0202, 0.0243] [−π,−0.628]

Normal hierarchy, w/o reactor constraint
2D best-fit 0.528 2.46 0.027 −2.765

68% C.I. range [0.52, 0.56] [2.424, 2.520] [0.0218, 0.0323] [−π,−1.526], [2.693, π]
90% C.I. range [0.47, 0.59] [2.364, 2.568] [0.0190, 0.0363] [−π,−0.628], [2.154, π]

Inverted hierarchy, w/o reactor constraint
2D best-fit 0.524 −2.52 0.0283 −0.754

68% C.I. range [0.50, 0.56] [−2.568,−2.460] [0.0245, 0.0348] [−2.154,−0.180]
90% C.I. range [0.46, 0.58] [−2.616,−2.400] [0.0218, 0.0403] [−3.052−−0.269]

Normal hierarchy, w/ reactor constraint
2D best-fit 0.543 2.49 0.0223 −2.011

68% C.I. range [0.52, 0.57] [2.424, 2.520] [0.0210, 0.0235] [−2.872,−1.257]
90% C.I. range [0.48, 0.59] [2.364, 2.568] [0.0198, 0.0382] [−π,−0.718], [3.052, π]

Inverted hierarchy, w/ reactor constraint
2D best-fit 0.543 −2.49 0.023 −1.257

68% C.I. range [0.52, 0.57] [−2.556,−2.448] [0.0213, 0.0238] [−1.975,−0.718]
90% C.I. range [0.48, 0.59] [−2.604,−2.400] [0.0205, 0.0245] [−2.424,−0.359]

Table 6.21: The 68% and 90% credible interval range of sin2 θ23, ∆m2
32, sin2 θ13 and δCP . The

best-fit values of sin2 θ23 and ∆m2
32 are the mode of the 2D posterior probability distribution

of sin2 θ23 v.s. ∆m2
32; the best-fit values of sin2 θ13 and δCP are the mode of the 2D posterior

probability distribution of sin2 θ13 v.s. δCP . The 68% and 90% credible interval ranges are
calculated based on the marginalized 1D posterior distributions.

with reactor constraint applied. The preference to θ23 > 45◦ (87.4%) and normal hierarchy
(81.3%) becomes slightly stronger. However, the preference to normal hierarchy is still very
weak, and no decisive conclusion can be drawn regarding the mass hierarchy.

6.6.2 Posterior predictive distributions

Figure 6.25 shows the reconstructed energy distributions of the four T2K samples using the
so-called posterior predictive method. Since there are 325 nuisance parameters and 6 oscilla-
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sin2 θ23 < 0.5 sin2 θ23 > 0.5 Sum
∆m2

32 < 0 0.0837 0.254 0.337
∆m2

32 > 0 0.132 0.530 0.663
Sum 0.216 0.784 1

Table 6.22: Posterior probabilities for each θ23 and MH octant of the data fit.

sin2 θ23 < 0.5 sin2 θ23 > 0.5 Sum
∆m2

32 < 0 0.0238 0.163 0.187
∆m2

32 > 0 0.102 0.712 0.813
Sum 0.126 0.874 1

Table 6.23: Posterior probabilities for each θ23 and MH octant of the data fit with additional
constraint sin2 2θ13 = 0.0857± 0.0046 applied.

tion parameters in the fit, it is neither feasible nor prudent to make the distributions which
correspond to the best-fit in the 331-dimensional space. Instead, the posterior predictive
method is used, where a large number of steps, in this case 2,500 steps, are randomly sam-
pled from the fit posterior; this ensemble of steps is representative of the multi-dimensional
posterior probability distribution. Then for each sampling, the reconstructed energy spectra
are calculated using the set of nuisance and oscillation parameters in that step. In the end,
the 2,500 reconstructed energy spectra for each T2K sample present a probabilistic represen-
tation of how the post-fit reconstructed energy spectrum would be, shown by the blue colored
2D histograms. The orange (green) lines show the spectra made by setting all parameters
at the mode of their respective 1D posterior distribution without (with) reactor constraint.
This is different from a frequentist “best-fit” prediction, because the multi-dimensional corre-
lations are simply ignored; this is why the orange or green line in some bins does not sit in the
highest probability region. Nonetheless, they, as well as the posterior predictive distributions
indicate good post-fit model agreement with data.

Figure 6.26 shows the similar posterior predictive (zenith angle) distributions of the SK
samples. Good post-fit model and data agreement is also seen in the SK fit. The normalized
posterior predictive of the control distributions are shown in Appendix A.4.
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Figure 6.25: The posterior predictive spectra of T2K samples. The blue 2D histogram is
made by sampling 2,500 steps from the fit posterior distribution without reactor constraint.
Data is shown in red with statistical errors only. Orange shows the spectra made by setting
all parameters at the mode of their respective 1D posterior distribution without reactor
constraint; green shows the spectra made by setting all parameters at the mode of their
respective 1D posterior distribution with reactor constraint.

6.6.3 Post-fit nuisance parameters

Although the purpose of this study is to measure the oscillation parameters sin2 θ23, ∆m2
32,

sin2 θ13 and δCP , it is necessary to understand the behavior of the systematic error parameters
(i.e. nuisance parameters) post-fit as they can influence the marginal posterior distributions
of the oscillation parameters.

Figure 6.27 shows the pre- and post-fit values of the T2K flux parameters, cross section
parameters, atmospheric neutrino flux parameters, and the energy scale and reduction related
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Figure 6.26: The posterior predictive zenith angle distributions of SK samples. The blue 2D
histogram is made by sampling 2,500 steps from the fit posterior distribution without reactor
constraint. Data is shown in red with statistical errors only. Orange shows the spectra made
by setting all parameters at the mode of their respective 1D posterior distribution without
reactor constraint.

parameters. The 1σ pre-fit values are shown in red; the mean and R.M.S of the post-fit
parameter values are shown in blue by the diamond and shaded area respectively. Most of
the parameter post-fit values agree with the pre-fit values within 1σ. The parameter most
pulled from its pre-fit value is the NC other normalization parameter.

Figure 6.28 shows the post-fit detector systematic error parameters; the priors on these
parameters are flat, and therefore are not shown. Each bin in the plot corresponds to a α

or β parameter of a category in Table 6.6 of a reconstructed variable in an energy range in
Table 6.2. If the detector simulation and event reconstruction were perfect, all α parameters
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Figure 6.27: The pre- and post-fit nuisance parameters. The pre-fit uncertainties are shown
in red; post-fit mean and R.M.S are shown in blue.

should be centered around 1 and all β parameters should be centered around 0. Some α
(β) parameters are pulled away from 1 (0) after the fit as dictated by the SK atmospheric
data. The parameters which correspond to categories with higher statistics are more tightly
constrained (bins 1, 2, 3 and 4 in each energy block) than the ones with low statistics (bins
5, 6 and 7). The only exceptions are bins 5, 12 and 19 in (c1) and (c2) thanks to the prior
constraints obtained by a fit to the hybrid-π0 samples.

6.6.4 Goodness-of-fit

In order to check how well the fit has performed, a Bayesian goodness-of-fit test following
the method described in [148] is used to calculate the p-value. It works as follows: 2,500
steps are randomly sampled from the fit posterior; for each set of parameters a nominal MC
prediction is made, from which a fake data set is generated by allowing statistical fluctuation;
the likelihood − lnLThrow can be calculated from the nominal MC prediction and the fake
data set; the likelihood − lnLData can be calculated from the nominal MC prediction and the
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Figure 6.28: The post-fit SK detector error nuisance parameters (mean and R.M.S). Each
plot represents a smearing (bias) parameter of a reconstructed variable in four energy ranges;
in each energy range, the first to last bins represent the smearing (bias) parameter for events
with the final state topology 1e, 1µ, 1e+other, 1µ+other, 1π0, 1π+, and Other, respectively.

observed data set. This is repeated 2,500 times, and the p-value corresponds to the fraction
of steps with which the observed data set fits the MC prediction better than the fake data
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set generated from the very same MC prediction (lnLData > lnLThrow). Generally speaking
a p-value greater than 5% is deemed acceptable.
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Figure 6.29: The goodness-of-fit of the T2K (top) and SK (bottom) samples. The red
line represents lnLData = lnLThrow. The lefthand-side plots are the 1D projections of
lnLData/LThrow.

Figure 6.29 shows the goodness-of-fit of the T2K and SK samples. The plots on the
lefthand side are distributions of − lnLData v.s. − lnLThrow, and righthand side plots distri-
butions of lnLData/LThrow. The T2K likelihoods are calculated in the same way as defined in
the fit, i.e. a binned likelihood function. It should be noted that the SK control distributions
are not included in the goodness-of-fit test for two reasons: first of all, only the zenith angle
distributions are relevant to the oscillation parameters, which is the focus of this study, hence
a binned likelihood function of the zenith angle distributions are used; secondly, the unbinned
likelihood functions of the control distributions in Eq. 6.13 are not good test statistic in this
case – a proper test statistic for the control distributions would reflect how well the shape
of the data distributions matches those of the model regardless of the data statistics. In the
future, a test statistic such as the Kolmogorov-Smirnov test statistic or the Anderson-Darling
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test statistic can be used to test the goodness-of-fit of the control distributions, although its
implementation in the framework would not be straightforward. Nevertheless, it can be seen
from the posterior predictive distributions A.4 that the post-fit detector model and data have
good agreement. The p-value is found to be 35.1% for the T2K samples, and 23.8% for the
SK samples.

6.6.5 Data fit results compared with T2K-only analysis

Figures 6.30 and 6.31 show a comparison between this study and the T2K-only study [147]
using the same T2K exposure. Note that the T2K-only study uses five T2K samples (four
CCQE-like samples and the νe CC1π+ sample), whereas the T2K+SK joint fit analysis only
uses the four CCQE-like samples from T2K. The addition of SK atmospheric neutrino samples
only slightly shifted the ∆m2

32-sin2 θ23 contours and best-fit values, which is similar to what
the Asimov sensitivity suggests.

However, contrary to the expected sensitivity improvement from combining T2K and
SK, the constraint on δCP has become weaker, especially in the case without reactor con-
straint. This is likely due to the fact that T2K data and SK data prefer different δCP values;
as a consequence, the Markov chain steps toward both preferred values, making the poste-
rior probability distribution wider. Ideally a fit using only the three SK samples should be
performed to confirm this hypothesis, but this was not done due to the limitation in com-
puting resources. Nevertheless, a Bayesian analysis on all SK-IV fully contained atmospheric
neutrino events [111] was previously performed, and can confirm that even with reactor con-
straint applied, the prefered δCP value is close to π, as shown by Figure 6.32. It must be
pointed out that the analysis in [111] used a different version of SK reconstruction software
and drastically different systematic uncertainty modeling; it also included multi-GeV sam-
ples. With that said, the sub-GeV samples have the most δCP sensitivity, so the results of
the prior analysis are expected to be similar to an SK-only fit using the framework described
in this thesis.
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Figure 6.30: A comparison between the T2K+SK data fit with the T2K-only data fit. Top
left: δCP v.s. sin2 θ13 without reactor constraint; top right: ∆m2

32 v.s. sin2 θ23 without reactor
constraint; bottom left: δCP v.s. sin2 θ13 with reactor constraint sin2 2θ13 = 0.0857± 0.0046;
bottom right: ∆m2

32 v.s. sin2 θ23 with reactor constraint sin2 2θ13 = 0.0857 ± 0.0046. The
T2K-only sensitivities are taken from [147]. Note that the T2K-only fit uses five T2K samples
(four CCQE-like samples and the νe CC1π+ sample), whereas the T2K+SK joint fit only uses
the four CCQE-like samples from T2K.
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Figure 6.31: A comparison between the T2K+SK data fit to δCP with the T2K-only data fit.
Left: without reactor constraint; right: with reactor constraint sin2 2θ13 = 0.0857 ± 0.0046.
The T2K-only sensitivities are taken from [147]. Note that the T2K-only fit uses five T2K
samples (four CCQE-like samples and the νe CC1π+ sample), whereas the T2K+SK joint fit
only uses the four CCQE-like samples from T2K.

8.6. Data Analysis Results
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Figure 8.23: The marginalized 1D posterior distributions for sin2 θ23 (top),
|∆m2

32| (middle) and δCP (bottom) for the cases of assuming normal (left)
and inverted (right) hierarchy, given the SK-IV FC data. The vertical blue
lines indicate the mode of the 1D posteriors. The dark gray and light gray
regions indicate the 68% and 90% HPD credible regions respectively.
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Figure 8.24: The marginalized 1D posterior distributions for sin2 θ23 and
δCP after marginalizing over the mass hierarchy, given the SK-IV FC data.
The vertical blue lines indicate the mode of the 1D posteriors. The dark
gray and light gray regions indicate the 68% and 90% HPD credible regions
respectively.

1st Oct. 2nd Oct. Sum

Normal 0.275 0.584 0.859
Inverted 0.076 0.065 0.141

Sum 0.351 0.649 1.000

Table 8.6: Posterior probabilities for the mass hierarchy and the θ23 octant.

The 1D posterior distributions for the other oscillation parameters have
the mean and the σ of the following: sin2 θ12 = 0.304 ± 0.014, sin2 θ13 =
0.0219 ± 0.0012 and ∆m2

21 = 7.53 ± 0.18 × 10−5 eV2. These values are
nearly identical to the prior constraints listed in Table 8.4 due to the lack
of sensitivity of atmospheric neutrino data to these parameters.

Figure 8.25 shows the mean and the σ of the marginalized 1D posterior
for each systematic parameter where the posteriors for normal and inverted
hierarchy are shown separately. The enumeration of the systematic param-
eters can be found in Appendix A.

8.6.2 Zenith Angle Distributions

Figures 8.26 to 8.28 show the zenith angle distributions for each event sam-
ple comparing the data with the expectations calculated with normal and
inverted hierarchy. For each hierarchy, the expectations are calculated by
setting each oscillation and systematic parameter to the value at the mode
of the parameter’s 1D posterior for the given choice of mass hierarchy. For

160

Figure 6.32: The δCP posterior probability distributions and credible intervals from all SK
FC samples taken from [111]. The blue lines indicate the mode of the 1D probability
distribution. It is a fit to all SK-IV fully contained atmospheric neutrino events with reactor
constraint sin2 θ13 = 0.0219± 0.0012.

150



Chapter 7

Conclusions and outlook

The first simultaneous analysis of the Super-K atmospheric neutrino data and the T2K beam
neutrino data has been performed. 2519 days of SK-IV data, and the T2K Runs 1-8 data
amounting to 14.7×1020 POT and 7.6×1020 POT in neutrino-mode and antineutrino-mode,
respectively, are used. This analysis employs a Bayesian technique in which the nuisance
parameters are marginalized to obtain credible intervals of the oscillation parameters. When
the constraint on sin2 2θ13 from reactor neutrino experiments is included, the oscillation
parameters are measured to be sin2 θ23 = 0.543+0.026

−0.023 and |∆m2
32| = 2.49+0.042

−0.090(10−3eV2); the
90% credible interval of δCP is [−π,−0.628], and the CP-conserving value δCP = 0 is excluded
at 2σ. Even though the sensitivity to δCP is expected to increase relative to the T2K-only
analysis, the data constraint on δCP in the joint analysis is somewhat weaker. The overall
results from the joint fit are consistent with the sensitivity.

Three sub-GeV CCQE-like atmospheric neutrino samples and four CCQE-like beam neu-
trino samples are used in this analysis, which excludes some of the samples that each exper-
iment uses in their respective official analyses [123] [1]. However, as discussed in section 2.3,
the SK multi-GeV νe and ν̄e samples are important in resolving the mass hierarchy problem.
The added constraint on sin2 θ23 from T2K will improve the mass hierarchy sensitivity from
the SK multi-GeV samples, which in turn will benefit the measurement of δCP . In addition,
this analysis only used the SK-IV data, whereas SK has been taking data since 1996 (with a
few brief interruptions) with different detector configurations and electronics [52]. Table 7.1
shows the live time of each SK run period – SK-IV only makes up just over 50% of the total
statistics. An analysis of SK-I to IV atmospheric neutrino data including the sub-GeV and
multi-GeV samples as well as the partially contained and upward-going muon samples found
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that the inverted mass hierarchy is disfavored by between 80.6% and 96.7% for SK (with
constraint on θ13 from reactor experiments) over the range of parameters allowed at 90%
C.L. [123]. Therefore, it is desirable to include the multi-GeV samples as well as SK-I to III
data in the joint analysis.

SK-I SK-II SK-III SK-IV
Live time (days) 1489.2 798.6 518.1 3118.5

Table 7.1: The live time of each SK run period. 2519 days of SK-IV data is used in this
analysis.

Improvements in the cross section modeling are needed in order to incorporate the non-
CCQE and multi-GeV samples from both experiments. Single-pion production is known to
be poorly simulated in the version of the NEUT (v5.3.2) used in this analysis. Recently
efforts have been made to improve the modeling of the single-pion production in neutrino-
nucleon interactions [100]. Moreover, T2K has used a simpler DIS model compared to SK
atmospheric neutrino analyses since the T2K neutrino beam has a much lower energy range
than atmospheric neutrinos. Therefore, a more precise parameterization of the DIS system-
atic uncertainties will be needed. For example, there should be systematic error parameters
of the Bodek-Yang corrections and pion multiplicity [88].

SK-I and III have the same photocathode coverage as SK-IV but different electronics,
while both the photocathode coverage and electronics of SK-II are different from SK-IV.
The event reconstruction relies heavily on the accuracy of the simulation, and so far the
effort to improve the simulation has mostly been focused on SK-IV. As a result, there exist
somewhat larger data/MC discrepancies in SK-I to III atmospheric neutrinos [111]. Once
the discrepancies are mitigated through improvements in the detector simulation, the data
from SK-I to III can be included in the analysis.

The next generation neutrino experiments such as DUNE and Hyper-Kamiokande are
poised to determine the mass hierarchy and leptonic CP-violation conclusively. In the mean-
time, with T2K and NOνA accumulating data rapidly, a simultaneous fit of the data from
SK, T2K and NOνA will be able be improve the constraints on the oscillation parameters
considerably. Such an analysis poses quite a challenge. It is my humble wish that this study
will be a valuable first step towards the eventual global fit.
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Appendix A

T2K-SK joint fit analysis

A.1 Impact of BeRPA U parameter

Contrary to other T2K analyses, the value of BeRPA U parameter was not fixed at 1.2
but instead has a Gaussian prior uncertainty of 0.1. Since BeRPA U parameter only has
a negligible effect on the likelihood, and that re-running the entire is very computationally
expensive and time consuming, it was decided that studies should be done to assess the
impact of BeRPA U parameter on the final results – if the impact is sufficiently small, the
data fit results can thusly be trusted.
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Figure A.1: The post-fit distribution of the BeRPA U parameter. The red line is a Gaussian
fit to the post-fit distribution.

Figure A.1 shows the post-fit distribution of the BeRPA U parameter with a Gaussian
fit. The post-fit Gaussian mean (1.207) and r.m.s. (0.0967) are very close to the pre-fit
values (1.2 and 0.1 respectively). Therefore, the data does not have constraining power on
the BeRPA U parameter and vice versa. Figure A.2 shows the correlation factors between
the BeRPA U parameter and the rest of the nuisance and oscillation parameters. BeRPA U
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only has negligibly small correlations with the rest of the parameters. Figure A.3 shows the
post-fit oscillation parameter distributions in black, and the same distributions made with
BeRPA U ∈ [1.18, 1.22] in red. Note that the red histograms only have 17% of the statistics
of the black histograms. For each oscillation parameter, the two distributions do not have
differences greater than the differences in statistics. In conclusion, the BeRPA U parameter
does not have any visible effects on the fit results, and therefore the fit results can be trusted.
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Figure A.2: The correlation factors (y-axis) between the BeRPA U parameter and the rest
of the nuisance and oscillation parameters (parameter index shown in x-axis).
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Figure A.3: The post-fit oscillation parameter distributions. The black histograms are made
with all the steps in the fit posterior, whereas the red histograms are made only with the
steps in which BeRPA U ∈ [1.18, 1.22].

A.2 Pre-fit data/MC comparison of control distribu-
tions
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A.3 Asimov fit post-fit nuisance parameters

Figure A.8 shows the Asimov fit pre- and post-fit values of the T2K flux parameters, cross-
section parameters, atmospheric neutrino flux parameters and the energy scale can reduction
related parameters. The 1σ pre-fit values are shown in red; the mean and R.M.S of the
post-fit parameter values are shown in blue by the diamond and shaded area respectively.
Figure A.9 shows the Asimov fit post-fit detector systematic error parameters; the priors on
these parameters are flat, and therefore are not shown. Each bin in the plot corresponds to
a α or β parameter of a category in Table 6.6 of a reconstructed variable in an energy range
in Table 6.2. All α parameters are expected to be centered around 1 and all β parameters
centered around 0. The parameters which correspond to categories with higher statistics are
more tightly constrained (bins 1, 2, 3 and 4 in each energy block) than the ones with low
statistics (bins 5, 6 and 7). Bins 5, 12 and 19 in (c1) and (c2) are tightly constrained because
of the prior constraints obtained by a fit to the hybrid-π0 samples.
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Figure A.8: The Asimov fit pre- and post-fit nuisance parameters. The pre-fit uncertainties
are shown in red; post-fit mean and R.M.S are shown in blue.
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Figure A.9: The Asimov fit post-fit SK detector error nuisance parameters (mean and R.M.S).
Each plot represents a smearing (bias) parameter of a reconstructed variable in four energy
ranges; in each energy range, the first to last bins represent the smearing (bias) parameter
for events with the final state topology 1e, 1µ, 1e+other, 1µ+other, 1π0, 1π+, and Other,
respectively.

A.4 SK posterior predictive control distributions
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