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Abstract of the Dissertation

Building a Cross-Cavity node for Quantum Processing Networks

by

Bertus Scholtz Jordaan

Doctor of Philosophy

in

Physics

(AMO Quantum Information Technology)

Stony Brook University

2018

Worldwide there are significant efforts to build networks that can distri-
bute photonic entanglement, first with applications in communication, with a
long-term vision of constructing fully connected quantum processing networks
(QPN). We have constructed a network of atom-light interfaces, providing a
scalable QPN platform by creating connected room-temperature qubit memo-
ries using dark-state polaritons (DSPs). Furthermore, we combined ideas from
two leading elements of quantum information namely collective enhancement
effects of atomic ensembles and Cavity-QED to create a unique network ele-
ment that can add quantum processing abilities to this network. We built a
dual connection node consisting of two moderate finesse Fabry-Perot cavities.
The cavities are configured to form a cross-cavity layout and coupled to a cold
atomic ensemble. The physical regime of interest is the non-limiting case be-
tween (i) low N with high cooperativity and (ii) free-space-high-N ensembles.
Lastly, we have explored how to use light-matter interfaces to implement an
analog simulator of relativistic quantum particles following Dirac and Jackiw-
Rebbi model Hamiltonians. Combining this development with the cross-cavity
node provides a pathway towards quantum simulation of more complex phe-
nomena involving interacting many quantum relativistic particles.
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Chapter 1

Introduction

The audacious idea of creating an interconnected network of quantum devices
that share entangled information and operate in both a nonlocal and nonclas-
sical [1, 2] way has interested people for a very long time [3, 4, 5]. What has
changed is that science and technology, in different levels of size and scale has
made it a realistic goal to build elementary quantum networks within the next
decade. Our group has started a research program that aims to contribute to
this grand goal by advancing prudent and practical systems that reduce the
technical overhead and get interconnected nodes as soon as possible. I have
been involved from the start of this endeavor, and this thesis will highlight my
contributions to the achievements we have reached over the last few years and
present the outlook over the next few years.

On a small scale, people are creating quantum processors and control over
quantum matter and single photons, have been achieved. The success of loop-
hole-free Bell Inequality tests [6, 7, 8] and the quantum satellite [9] has shown
that we can control quantum systems over larger and larger distances. From
the photonic side, the success of LIGO [10] in detecting gravitational waves
is a testament to how incredible control one can have on laser and optical
systems.

Developments in quantum communication together with quantum key dis-
tribution protocols have enormous potential for the creation of a global, secure
quantum information exchange network[11, 12, 13, 14, 15, 16, 17].

A notable example of an elementary network will be the modular con-
nection of quantum cryptography systems operating over free-space quantum
channels [18], assisted by room temperature quantum memories increasing
the distance, security, and connectivity of quantum key distribution protocols
[19, 20].

Quantum memories also address another challenge for quantum networks.

1
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Figure 1.1: Developing a small-scale quantum network at Stony Brook University.
Room-temperature quantum memories [23] storing polarization qubits (top block) that
have been cascaded with each other [24] into a network with non-linear nodes [25]
(bottom block) characterized using csQPT.

The distances are severely limited because of the lack of the analogous amplifier
for fiber losses of classical networks that the quantum no-cloning theorem
prevent.[21, 22]. Quantum memories form a part of the quantum repeater
solution for this problem.[21, 22].

In our lab, we have created an elementary quantum network with room-
temperature devices as shown in Fig1.1.

In addition to quantum repeater nodes, scaling of networks would require
some processing capacity. The current state of the art entanglement sources
are too probabilistic and lead to an exponential decrease in success with time
and distance.[26]. Deterministic protocols of producing entanglement include
deterministic Bell-State measurements [27, 28], assistance with entanglement
purification [22]. Interconnects between different quantum systems [4], and
quantum error correction [29] also require processing nodes in the network.

The relationship between communication and processing is not a new one,
as both the point-contact transistor and the junction transistor emerged from
a program of basic research on solid-state physics because executives were see-

2



king solid-state devices to replace the vacuum tubes and electromechanical
relays that served as amplifiers and switches in the Bell Telephone System
[30]. Which makes the parallel development of processing nodes for quan-
tum networks and distributed optical quantum computing [2, 31] all the more
sensible.

The system in which we are working toward achieving these goals is that
of ensembles of multi-level atoms, laser control and linear optical resonators.
More specifically we use near-infrared laser light (780nm,795nm) to control
rubidium atoms through cooling [32] and coherent light-atom interactions na-
mely EIT [33].
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Figure 1.2: Towards a quantum processing network. A double cavity atom ensem-
ble system can form different roles in our quantum network, due to the bi-directional
communication that we can establish for photons originating from the memories or the
cavity/ensemble device. We take advantage of using the same atoms and laser fields in
order to establish this relationship

For creating processing nodes, we were motivated by the state-of-the-art
results of single-atom cavity QED [2, 28, 27] and the success of our and other
ensemble memories to construct a system where two optical resonators are
coupled to an multi-particle atomic medium. Increasing the number of optical
channels allows different network topologies, such as butterfly networks [34, 35]
and the potential for strong non-linear interactions between qubits. Creating
photon sources for the memories from this setup is also a option since the
similarities of our atomic systems allow for bi-directional connection between
the cavity node and the memories.

I will discuss these topics in the following way:
In Chapter 2, I discuss the network infrastructure that we have built, which

starts with laser systems and a stand-alone node, the room-temperature qubit
memory. The route to > 90% qubit fidelities is discussed through our expe-
rimental and simulation investigations. I also discuss the first experiment in
which we show the network operation of the memory connected to a quantum
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cryptographic channel. (Fig. 1.1).
In Chapter 3, I present the results of our first entry into quantum pro-

cessing node design and characterization. Using the same room-temperature
ensemble system, and coherent state quantum process tomography (csQPT)
we characterize the nonlinear effects of an N-type extension to EIT. (Fig. 1.1)

In Chapter 4, I give the motivation for and details of building a double
cavity system coupled with a laser-cooled atomic system. The details of the
magneto-optical trap, optical cavities, and detection are described. (Fig. 1.2)

In Chapter 5, I present the theory and results of the first measurements
showing that our atomic system is coupled to the cavities. I present the theory
behind the scattering model [36] that our experiments are compared to, and
the simulation was done to evaluate it. (Fig. 1.2)

In Chapter 6, I present the results of our first application for quantum pro-
cessing nodes, the quantum simulation of relativistic particles. The simulation
is done using Spinor of Slow Light from tripod linkage systems of EIT, in the
room-temperature systems.

In Chapter 7, I explain some experimental and theoretical results that put
us on the way to achieve double cavity EIT in the system. (Fig. 1.2)

In Chapter 8, I present the final outlook for the research.
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Chapter 2

Quantum networks at Stony
Brook

2.1 Introduction

The importance of quantum networks was highlighted in the introduction,
but when addressing such a diverse and broad subject, one needs to think
about where one needs to start. A critical look at the limitations of quantum
networks reveal a few good places to start. One of which is the limitations that
currently exist in the distance that these networks operate.[26]. The lengths
are limited because of the different kinds of losses that can be experienced in
the system namely power loss and entanglement losses. I will only be concerned
with power loss.

When a quantum particle, such as a photon, is sent over a communication
channel there is a certain probability of losing it. This problem also exists
in classical networks, but the quantum no-cloning theorem [21, 22] prevents
the analogous amplifier that has been developed for power losses of classical
networks. That is to say, that if the information is encoded in a basis set of
the quantum properties of the particle, such as polarization or spatial mode,
the information cannot be copied onto another particle.

To move quantum information over large distances, this would need to
change. One of the most well-researched solutions is that of the quantum
repeater[21, 22]. The procedure of the quantum repeater is shown in 2.1. In
step 1, two entanglement sources send their states to no-less than four quan-
tum memories. In step 2, the entanglement is stored in the quantum memories.
The quantum memories allow for synchronization between the different sour-
ces and also provides for an accumulation of two pairs since the entanglement
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The need for quantum repeaters

Bell State 
Measurement

Entanglement 
Source

Entanglement 
Source

Quantum 
Memory

Quantum 
Memory

Quantum 
Memory

Quantum 
Memory

Bell State 
Measurement

Step 1 Step 2 Step 3

Figure 2.1: Diagram of a Quantum Repeater. In step 1, two entanglement sources
send their states to no-less than four quantum memories. In step 2, the entanglement is
stored in the quantum memories. In step 3 two unentangled (one from each entangled
pairs) interfere at a beam splitter. When the projection on a Bell state is measured, the
two photons that were not part of the measurement end up entangled.

sources will have imperfect duty cycles. In step 3 two unentangled (one from
each entangled pairs) interfere at a beam splitter. When the projection on a
Bell state is measured, the two photons that were not part of the measurement
end up entangled. Now you have entanglement between far-off photons that
have never interacted before[37]. This together with entangle purification and
nested protocols, lead to an increase in the distance that can be reached by
quantum networks.[21, 22]

The need for four quantum memories highlights the importance of scalable
quantum memories to realize this protocol. Our lab has started to address this
problem with developing room-temperature quantum memories that analyze
both the physical limitations of noisy quantum systems and the technologi-
cal obstacles in creating a scalable platform for quantum information. In this
chapter, I present the theoretical foundation of our memories, the lab infra-
structure we built, the characterization, modeling and improvement that led
to the creation of the first polarization qubit memories operating at room-
temperature. The ending of the chapter shows how these memories can be
used in currently relevant quantum cryptographic networks. Disclaimer:
This chapter contains work included in the papers :

• Kupchak, C., Mittiga, T., Jordaan, B., Namazi, M., Nlleke, C. and
Figueroa, E. Room-Temperature Single-photon level Memory for Pola-
rization States Scientific Reports,2015, 7658
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• Namazi, M., Kupchak, C., Jordaan, B., Shahrokhshahi, R. and Figue-
roa, E. Ultralow-Noise Room-Temperature Quantum Memory for Pola-
rization Qubits Phys. Rev. Applied, 2017, 8, 034023

• Namazi, M., Vallone, G., Jordaan, B., Goham, C., Shahrokhshahi, R.,
Villoresi, P. and Figueroa, E., Free-Space Quantum Communication with
a Portable Quantum Memory Physical Review Applied, 2017, 8, 064013

In all these works I contributed to the implementation and modeling of the
experiment, the interpretation of the results and the writing of the manuscript.
Permission from the other authors was received to include the results in this
thesis.

2.2 Theory

2.2.1 EIT

We use Electromagnetically Induced Transparency or EIT to do store photons
in an atomic ensemble. In a three-level atom, a strong control field and a
low-level probe field couples in a lambda configuration. We use Rubidium
87. EIT is an interference phenomenon between the decay channels of two
transitions, which changes the shape of the resonance of the atoms. The
difference in dispersion allows the pulses to be compressed and slowed down
and the change in absorption provides the controllable transparency for the
probe pulses. This can be seen using the following derivation from [33].

Starting with a three level atom with a Λ level scheme and an incident
electric fields like shown in Fig. 2.2b you have a general Hamiltonian H =
H0 +Hint

The H0 is given by

H0 = ~

ω1 0 0
0 ω2 0
0 0 ω3

 (2.1)

And the interaction term given by

Hint = #»µ ·
#»

( E) = −E

 0 0 ρ13

0 0 ρ23

ρ31 ρ32 0

 (2.2)

After the rotating wave approximation (RWA) and co-rotating frame trans-
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Figure 2.2: Experimental setup and photon-arrival histograms. (a) Experimental se-
tup for polarization qubit storage in rubidium vapor at the single-photon level, including
the stages of control-filtering. AOM: Acusto-optical modulators; BD: Beam displa-
cers; GLP: Glan-Laser-Polarizer; FR: Faraday rotator; SPCM: Single-Photon-Counting-
Module; L: Lens; M: Mirror. Probe: red beam paths; control: yellow beam paths. (b)
Atomic-level scheme and EIT configuration. (c) Histograms of photon-arrival times,
including the input pulse after transmission through the filtering stages (black line),
input pulse after absorption in the cell (red line), storage experiment (blue bars) and
background (light green bars). The region of interest (ROI) for the data analysis is also
displayed.
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formations this becomes

H = −~
2

 0 0 Ωp

0 −2(∆p −∆c) Ωc

Ωp Ωc −2∆p

 (2.3)

The eigenstates when the two-photon (∆p −∆c) = 0 detuning is zero is

|a+〉 = sin θ sinφ|1〉+ cosφ|3〉+ cos θ sinφ|2〉 (2.4)

|ao〉 = cos θ|1〉 − sin θ|2〉 (2.5)

|a−〉 = sin θ cosφ|1〉 − sinφ|3〉+ cos θ cosφ|2〉, (2.6)

with

tan(θ) =
Ωp

Ωc

, tan(2φ) =

√
Ω2
p + Ω2

c

∆
. (2.7)

The state |ao〉 is the dark-state that has no decay term for in the optical re-
gime. Coupling to this state makes the probe experience low-absorption trans-
parency but a normal dispersion within the transparency window. This can
be seen by evaluation the dynamics of the system using a master equation[33].
Starting with the time dependent Hamiltonian

Hint =
~
2

[Ωp(t)σ31e
i∆pt + Ωc(t)σ32e

i∆ct +H.c.] (2.8)

The master equation is

dρ

dt
=

1

i~
[Hint, ρ] +

Γ31

2
[2σ13ρσ31 − σ33ρ− ρσ33]

+
Γ32

2
[2σ23ρσ32 − σ33ρ− ρσ33]

+
γ2deph

2
[2σ22ρσ22 − σ22ρ− ρσ22]

+
γ3deph

2
[2σ33ρσ33 − σ33ρ− ρσ33] (2.9)

With the atomic polarizability given by

P (t) = natom[µ31ρ31e
−iω31t + µ23ρ32e

−iω32t+c.c.] (2.10)
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The off-diagonal elements of ρ are

ρ32 =
iΩce

i∆pt

γ32 + i2∆c

ρ12,

ρ12 =
iΩce

i∆2t

γ21 + i2(∆c −∆1)
ρ13,

ρ31 =
iΩpe

i∆pt

γ31 + i2∆p

+
iΩce

i∆ct

γ31 + i2∆p

ρ21. (2.11)

This gives the susceptibility to be

χ(1)(−ωp, ωp) =
|µ13|2natom

epsilon0~

×

[
4δ(|Ωc|2 − 4δ∆)− 4∆γ2

21

||Ωc|2 + (γ31 + i2∆)(γ21 + i2δ)|2

+ i
8δ2γ31 + 2γ21(|Ωc|2 + γ21γ31)

||Ωc|2 + (γ31 + i2∆)(γ21 + i2δ)|2

]
(2.12)

2.2.2 Dark State Polaritons

Quantum mechanically we look at the three-level atom in the following way.
A second quantization formalism allows us to break down the probe field into
a sum over quantized modes. We also define a collective atomic operator
over the atoms in the ensemble as a sum over individual atomic operators.
Assuming the control field changes the state adiabatically allows for us to
define a new pseudoparticle, the dark state polariton, that follows the same
propagation equation as the electric field. It is a polariton because it is partly
atomic state and partly electric field. The Dark state comes from the fact
that atomic operator in the expression is over the two ground states that
dont allow optical transitions between them. If the propagation of pulses are
considered [38, 33], one can arrive at pseudo-particles that contain both the
atomic population coherences and electric field. The solution to the combined
system of equations is a superposition of E(z, t) and σ12(z, t) and is called a
Dark State Polariton (DSP), Ψ(z, t) = cos θE(z, t)− sin θσ12(z, t).

Storage of light in an atomic medium can then be seen as moving from sen-
ding in a DSP that is purely light, mapping to the atomic medium coherently
as a mixed DSP, storing as an atomic-only DSP and reversing the process for
retrieval.
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2.2.3 From light storage to storage of polarization states

In the section above, EIT explains how we can store light in an atomic medium.
An encoding mechanism is needed to store qubits. We use polarization states
to encode our qubits.

Storage experiments for polarization qubits have to be tested against three
mutually unbiased bases [39, 40, 41] of the qubit Hilbert space. These bases
are

Z = {|H〉, |V 〉} (2.13)

X = {|D〉 =
1√
2

(|H〉+ |V 〉), |A〉 =
1√
2

(|H〉 − |V 〉)} (2.14)

Y = {|R〉 =
1√
2

(|H〉+ i|V 〉), |L〉 =
1√
2

(|H〉 − i|V 〉)} (2.15)

The fidelity is evaluated as

F =
1

2
(1 + Sout · Sin +

√
(1− Sout · Sout)(1− Sin · Sin)) (2.16)

The polarized qubits are split into two rails into the EIT memory by beam
displacers allowing for simultaneous light-storage in both rails. The retrieved
signals are then recombined with an oppositely oriented beam-displacer (Fig
2.2).

2.3 Lab infrastructure

2.3.1 Laser system

A system of optics, control optics and electronics are used to provide the
coherent light-matter interfaces as discussed before and showed in Fig.2.2.

Our lab consists of 6 lasers of which 2 are Toptica TA PROs at 795nm,
2 Toptica TA PROs at 780nm and 2 are Toptica DLPros at 795nm. The
following setups are how we lock the lasers to the rubidium transitions we
need to address.

2.3.2 Rubidium lock

Light from the seed of the TApro laser that is locked to rubidium is split
inside the laser before entering the amplifier system. We typically have 14mW
of laser power entering the optical setup to the rubidium lock. This light is
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Figure 2.3: Laser Systems of our lab. Three locking schemes are shown. Satura-
tion spectroscopy, phase locking and offset-frequency locking. One of each wavelength
(780nm and 795nm) pair of lasers are used as a parent to the phase-lock system (Fig.
2.6) and locked to the rubidium lock (see Fig. 2.5).

sent through 2 AOMs that are driven at 200MHz each to give a total frequency
difference of 400MHz.

This light is coupled to the CoSy module from Toptica. This setup is
aligned in saturation spectroscopy configuration. The different parameters of
the unit are set up in such a way such that two signals are retrieved. The first
signal is the Doppler-broadened, saturation-free spectroscopy. The second is
the ”Doppler-free” spectrum that is generated from subtracting a multiple of
the saturation-free from the saturated spectrum. These can be seen in Fig 2.4.

The remaining Lamb dips are inverted and amplified. Potentiometers in
the CoSy control electronics control the amplification and subtraction.

These signals are sent to the Digilock module in our laser control system
rack. A computer can control this module. This allows for scanning and
visualizing the 87Rb and 85Rb spectrum in their natural abundance.

The Digilock software controls the locking of the laser by setting the control
loop for in the Digilock module. The locking is done using a top-of-fringe
locking technique.

A 97kHz signal modulates the Lorentzian peak of the spectrum - the value
achieved by the internal switches closest to 100kHz. The modulation amplitude
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Figure 2.4: Saturation Spectroscopy for Rb Lock. A Doppler-broadened, saturation-free
spectroscopy (blue). The saturated spectrum with characteristic Lamb dips (red). A
”Doppler-free” spectrum (black) that is generated from subtracting a multiple of the
saturation-free from the saturated spectrum.

had to be set to 0.002 to add the phase lock that is discussed in the following
section. This is the lowest setting that allows for the top-of-fringe to still
function. The modulation can be seen in Fig. 2.5.

This modulation produces a derivate of the signal after being demodulated.
This can easily be seen in the following way. Let F (ω) be the signal of the
spectrum at frequency ω. Since the modulation frequency is small compared
to the frequency of the resonance, it can be considered a small deviation and
the Taylor expansion gives:

F (ω + ωε) = F (omega) +
dF (ω)

dω
ωε (2.17)

If the correct phase modulation is mixed with this signal, and the doubled
frequency is filtered out, the only remaining signal is∝ dF (ω)

dω
ωε. This derivative

of the Lorentzian peak gives an error-signal with a zero-crossing at the peak
of the spectral peak. Close to the zero-crossing, the signal is linear enough for
a Proportional-Integral-Differential (PID) control loop.

The Digilock has two PIDs. One for the current to the diode and another
for controlling the voltage of the piezo actuator of the external cavity dif-
fraction grating. Some of the parameters for our locking is shown in Table
2.1.
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Figure 2.5: Modulation for Rb Lock.From the black spectroscopic signal, a locking
signal is generated by modulation and demodulation (red). This locking signal is used
for lock on of the laser in each wavelength pair (795nm and 780nm).

PID1(Diode current) PID2(External Cavity PZT Voltage)
P 8000 8000
I 30 30
D 0 0

Table 2.1: These are values for the different locking parts in the Digilock system.Two
different locking loops are used, one for the laser diode current and one for the PZT
voltage that controls the angle of the diffraction grating ing the external cavity of the
laser seed. This can be controlled using software.
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This scheme is done twice in the lab. Once at 780nm and once at 795nm.
To have the phase control of the two-photon detuning required in EIT, each of
these lasers are used to phase-lock with a second laser at 780nm and 795nm.
This is shown in Fig. 2.3.

2.3.3 Phase lock

The phase lock system was designed to provide very fine frequency stabilization
for two lasers. Light from the two lasers are coupled into the same fiber using
a setup consisting of a NPBS. This produces a beat node between the two
lasers.

EBeat = EA cos(ωAt) + EB cos(ωBt)

= |EA − EB| cos(ωAt) + |EA − EB| cos(ωBt)

...+ (EA − |EA − EB|) cos(ωAt) + (EB − |EA − EB|) cos(ωBt)

≈ Eoverlap cos(
ωA + ωB

2
+
ωA − ωB

2
t) + Eoverlap cos(

ωA + ωB
2

− ωA − ωB
2

t)

= Eoverlap cos(
ωA + ωB

2
t+

ωA − ωB
2

t) + Eoverlap cos(
ωA + ωB

2
t− ωA − ωB

2
t)

≈ Eoverlap cos(ωt+
δ

2
t) + Eoverlap cos(

ωt

2
− δ

2
t)

≈ Eoverlap

[
cos(ωt) cos(

δ

2
t)− sin(ωt) sin(

δ

2
t)
]

...+ Eoverlap

[
cos(ωt) cos(

δ

2
t) + sin(ωt) sin(

δ

2
t)
]

= 2Eoverlap cos(ωt) cos(
δ

2
t)

since the photodiode measure intesity, the signal is of the form

(2.18)

I ∝ E2 (2.19)

= E2
overlap cos(2ωt) cos(δt)

after DC filtering (2.20)

I mixer combines this beat note carrier frequency δ with a 6.834MHz
(+80MHx for 780nm and +40 MHz for the 795nm system) signal generator.
The mixed-down signal is amplified and sent to a Toptica mFALC (mixing,
Fast Analog Laser Controller).
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Figure 2.6: Phase Lock Spectrum of 795nm phase-lock system. Locking point at
40MHz. The characteristic wing structure of an OPLL is seen where |G| = 1 i.e the
magnitude of the feedback gain reaches 1.

Electronics in the Toptica mFALC, handle phase detection from this beat
node. A mixer acts as an analog phase-detector as the mixed-down signal has
a ∝ cos(δmixed-down) behaviour. When the frequency between the input and
reference signal becomes 0, the phase response has a linear region.

Switches in the Toptica mFALC tune different filters (integrators and dif-
ferentiators) that shape the control filter for the PLL. Two different output
control the PZT and the diode current.

The feedback loop allows us to phase-lock the laser and gives a typical
OPLL signal as shown in Fig. 2.6

2.4 Room-temperature polarization state me-

mory

This section highlights the evaluation and measurement in [42].

2.4.1 Experimental setup for storing polarization states

To store a polarization qubit of the form |ψin〉 = cosθ|H〉+ eiφsinθ|V 〉 (where
|H〉 and |V 〉 refer to horizontal and vertical polarization states and θ and
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φ correspond to the polar and azimuthal angles on the Poincaré sphere, re-
spectively), we map the photonic polarization mode onto two spatially sepa-
rated atomic ensembles concurrently under conditions of electromagnetically-
induced transparency (EIT), in a single 87Rb vapor cell at 62◦C, containing
Ne buffer gas (Fig. 2.2a).

We employed two external-cavity diode lasers phase-locked at 6.8 GHz to
resonantly couple a Lambda configuration composed of two hyperfine ground
states sharing a common excited state. The probe field frequency is stabilized
to the 5S1/2F = 1 → 5P1/2F

′ = 1 transition at a wavelength of 795 nm (red
detuning ∆=100 MHz) while the control field interacts with the 5S1/2F = 2
→ 5P1/2F

′ = 1 transition. The level scheme is shown in (Fig. 2.2b).
The pulse shapes for both the probe and control fields are independently

controlled with acousto-optical modulators. Two polarization beam displacers
are used to create a dual-rail set-up allowing simultaneous light-storage in both
rails. A set of polarization elements supply 42 dB of control field attenua-
tion while maintaining 80% probe transmission. Furthermore, two monolithic,
temperature-controlled etalon resonators provide a further 102 dB of control
field extinction. Both etalons have a thickness of 7.5 mm, a radius of curvature
of 40.7 mm, a free spectral range of 13.3 GHz, finesse of 310 and transmission
linewidth of 43 MHz. Together they achieve a probe transmission of 16%. In
between the etalons we have implemented a polarization insensitive Faraday
isolator to suppress any back reflections of the etalon surfaces (transmission
∼ 50 %). Overall, our setup achieves 144 dB control field suppression while
yielding a total 4.5% probe field transmission, hence exhibiting an effective,
control/probe suppression ratio of 130 dB.

2.4.2 Evaluation of polarization states

The result of storing 1µs long probe pulses containing 1.6 photons on average is
shown in Fig. 2.2c as a blue storage histogram. The background (control-only)
histogram is shown in green.

Two regions of interest (ROIs) are defined. A signal ROI from 2.4 µs to
3.4 mus and a bacground ROI from 6µs to 7 µs (shown in Fig. 2.2). The
efficiency is calculated as

η =
IS-ROI − IB-ROI

INo Atoms

(2.21)

where I is the integrated counts over the signal (S-ROI) and background
(B-ROI) ROIs. INo Atoms is the total counts in the transmitted probe through
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the filtering system without atomic interaction (black line in Fig. 2.2). The
signal to background ratio (SBR) is calculated as

SBR =
IS-ROI − IB-ROI

IB-ROI

(2.22)

The complete evaluation of the polarization fidelity is done in four steps:
First, we measure the Stokes parameters of our input probe polarization en-
tering the first beam displacer. Second, we perform the same procedure for
pulses that have propagated through the entire setup (cell included) and the
filtering stages in the absence of EIT conditions (see Fig. 2.2c, red line). Third,
we estimate and apply the unitary rotation to the original input states due to
all optical elements by using a least squares fit method which fits them to the
transmitted states without changing their lengths (see Fig. 2.7c).

The fidelity between the rotated inputs (Sin) and the transmitted states
was greater than 99% on average (green dots in Figure 2.8a). This step can
alternatively be achieved in the system using linear optical elements. Lastly,
we perform a polarization analysis of the retrieved pulses (Sout) which are
then compared directly to the rotated input states to obtain a fair estimation
of fidelity with respect to the original input states. The fidelity is evaluated
as given by (2.16).

In Figure 2.7d, the Poincaré sphere associated with the retrieved states cle-
arly shows orthogonal but shortened vectors (as compared to the input) due
to the influence of decoherence processes and the uncorrelated background
counts. Table 2.5.1 summarizes the storage efficiency, SBR, and fidelity recon-
struction for all the polarization inputs for 〈n〉 = 1.6 and shows an average
fidelity of 71.5 ± 1.6%. It is important to note that this fidelity value is de-
pendent on the SBR and therefore reliant on the ROI being analyzed due to
the dynamics of our memory system.

Input H V D A R L Average
SBR 1.68 1.1 1.27 1.15 1.53 1.38 1.35 ± .09

Fidelity (%) 71.3 79 69.2 71.4 70.2 67.6 71.5 ± 1.6
Efficiency (η)(%) 7.9 5.3 4.6 3.8 5.6 5.9 5.5 ± .6

Table 2.2: Storage of polarization states in ROI. The high fidelity of the V polarization
was one of the reasons we investigated noise from the control field background.
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Figure 2.7: Polarization analysis. Storage of polarization qubits at 〈n〉 = 1.6. (a)
Stokes reconstruction of |D〉 transmitted input. (b) Stokes reconstruction of |D〉 stored
and retrieved output. The red line is the fitting used to estimate the Stokes vector. (c)
Poincaré sphere of the transmitted input polarizations (bold colors) and Poincaré sphere
of the rotated input polarizations (light colors). (d) Poincaré sphere of the stored and
retrieved output polarizations.
Reproduced from [42]
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2.4.3 Direction for improvement

Reducing the ROI to 500 ns (2.5 to 3.1 µ s) our average fidelity increases
to 74.3 ± 1.6 with an average SBR of 1.61 ± 0.14. This fidelity value is
relevant since it is above the optimal classical fidelity for Poissonian distributed
coherent states containing an average 1.6 photons and memory efficiencies
of unity given by 〈Fopt〉 =

∑∞
n=1 Fopt(n)pn/[1 − p0] ≈ 73.4%, where pn =

e−〈n〉〈n〉n/n!. However, our measured fidelity is less than the classical threshold
of 84.9 % needed for more elaborate strategies that take into account the sub-
unity efficiencies of our memory [43, 44]. Nonetheless, we will show that in our
current physical conditions, our fidelity is more dependent on the SBR than
the efficiency. Due to the small leakage of the control field, we also observe a
weak vertical polarization of the mostly randomly polarized background noise
which leads to higher fidelities for |V 〉 as shown in Table 2.5.1.

To reach single-photon level quantum memory operation, we embarked on
two different analysis. Understanding and modeling the background noise and
using auxiliary fields in the memory.

2.5 Modeling of noise in the system

2.5.1 Theory in first paper

To quantify the influence of the background on the fidelity of the qubit me-
mory, we have performed a series of polarization measurements (using the ROI
as before), where we modify the SBR by increasing the input photon number
(see Figure 2.8a). We can see that an average fidelity of ∼ 85% (the classical
threshold necessary when considering our memory efficiencies) can be achieved
with an SBR of ∼ 4.0, which is a four-fold increase over our current experi-
mental implementation at the single photon level. The maximum achievable
fidelity is ultimately limited by the technical imperfections of the setup and
the decoherence of the hyperfine ground state superposition. The scaling of
SBR can be understood with a theoretical model considering a dual-rail op-
tical quantum memory based on two atomic ensembles, with each ensemble
assumed to be a Poissonian source of the uncorrelated signal and background
photons.

The dependence of the fidelity associated with different ROIs can be ex-
plained by the temporal envelope of the retrieved signal being defined by two
different time scales. The first is a coherently driven process (EIT retrieval
at the beginning of the retrieved pulse) and a second incoherent contribu-
tion due to spontaneously emitted photons (latter part of the retrieved pulse).
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Hence, by decreasing the ROI, we post-select the part of our retrieved signal
corresponding to the coherent storage process.

We assume that each of the ensembles stores one of the two polarization
components with efficiency η before recombination and read out. The pro-
bability of producing n signal photons and m background photons (for both

ensembles) is P ′s(n) = (ηp)n

n!
e−ηp and P ′bg(m) = qm

m!
e−q respectively. Here p is the

average number of input photons, and q is the average number of background
photons. Note that two ensembles emitting Poissonian noise with mean pho-
ton number q/2 into the same spatial mode behave as one noise source with
mean photon number q.
In the instance of n signal and m background photons being produced, the
probability of detecting a signal photon is simply n

n+m
, and of detecting a

background photon is m
n+m

for non photon-number resolving detectors. Then,
in general, the probabilities of detecting up to order N signal Ps(η, p, q,N)
and background Pbg(η, p, q,N) photons are

Ps(η, p, q,N) =
N∑
n=0

N∑
m=0

P ′s(n)P ′bg(m)
n

n+m
(2.23)

Pbg(η, p, q,N) =
N∑
n=0

N∑
m=0

P ′s(n)P ′bg(m)
m

n+m
, (2.24)

and the fidelity is

F =
Ps(η, p, q,N) + 1

2
Pbg(η, p, q,N)

Ps(η, p, q,N) + Pbg(η, p, q,N)
. (2.25)

The theoretical estimation for the fidelity scaling (solid red line in Fig. 2.8a)
has been calculated using independently measured parameters η=0.055 and
q = 0.005 (see Figs. 2.8 a-b).

2.5.2 Background analysis

Furthermore, we experimentally characterize the background noise. To do so
we integrate the number of counts in the ROI of histograms corresponding to
measurements of only the background (cell present, control field only, green
dots in Fig. 2.9 a) and only the technical background (control field only, no
cell, red dots in Fig. 2.9 a) and divide by the number of experimental runs.
This provides the number of background counts per retrieved pulse. We repeat
this procedure for several values of the control field power.
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Figure 2.8: Analysis of the quantum memory. (a) Scaling of the average fidelity of
the qubit memory for varying signal-to-background ratio (transmitted states: green dots,
retrieved states: blue dots). Shown in black are the average input photon numbers and
the corresponding average signal-to-background ratio. The red line shows the results
of a theoretical model considering a dual-rail optical quantum memory, assuming each
ensemble to be a Poissonian source of the uncorrelated signal and background photons.
(b) Coherence time measurement for 〈n〉=6 (blue dots) and lifetime fitting (red line).
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Reproduced from [42]
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We can see that the entire background is composed of photons from both
leakage of the control field (technical background) and those generated by
atomic processes such as spontaneous Raman scattering and four-wave mixing
[45, 46]. The purple dots in Fig. 2.9a show the resultant of the technical counts
subtracted from the background and the red line is a fitting of a function
∝
√
POWERΩc (or the square root of the control field power), where Ωc is

the Rabi frequency of the control field.
We analyze the behaviour of the storage efficiency in the ROI (η, blue

dots in Fig. 2.9 b) and SBR (using the same ROI, green points in Fig.2.9
b) as a function of the control field power. We can see that the efficiency
has a substantially different scaling than the SBR and that their maxima do
not match. We notice that while our setup is capable of maximum storage
efficiencies of ηmax ∼ 16% (over a larger ROI), the ideal signal to background
value for quantum memory functionality corresponds to suboptimal storage
efficiencies.

2.5.3 Modelling of noise for ultra-low noise operation

Surpassing any classical strategy exploiting non-unitary memory efficiencies
requires increasing the SBR substantially. To do so we have developed a model
of the quantum dynamics of the room temperature quantum memory. We start
by considering atoms exhibiting a four-level energy level scheme interacting
with two laser fields, Ωp (probe) and Ωc (control), with one-photon detunings
∆13 and ∆23 respectively (here ∆13 = ∆23, see Fig. 2.2 b). We include
the off-resonant interaction of the control field with a virtual state |4〉. The
phenomenological Hamiltonian describing the atom-field coupling in a rotating
frame is:

Ĥ = HEIT +HBackground

H =
{

(−∆13 + ∆)σ̂11 − (∆13 −∆23)σ̂22 − ΩpEpσ̂31 − ΩcEcσ̂32

}
+
{
− α

ω43 + ∆
ΩcEcσ̂41 −

α

ω43 + ∆
ΩcEcσ̂42 − (∆13 − ω43)σ̂44

}
+ H.c

(2.26)

where ∆ is the laser detuning, α is the coupling strength to the virtual state,
σ̂ij = |i〉〈j|, i, j = 1, 2, 3, 4 are the atomic raising and lowering operators for i 6=
j, and the atomic energy-level population operators for i = j and Ep(z, t) and
Ec(z, t) are the normalized electric field amplitudes of the probe and control
fields. The equation for HEIT differs from (2.3) by a simple rescaling of the
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energy levels that simplify the addition of the virtual state |4〉. We use the
master equation:

˙̂ρ = −i[Ĥ, ρ̂] +
∑
m=1,2

Γ3m(2σ̂m3ρσ̂3m − σ̂33ρ̂− ρ̂σ̂33)

+
∑
m=1,2

Γ4m(2σ̂m4ρσ̂4m − σ̂44ρ̂− ρ̂σ̂44)

+Γ12(2σ̂21ρσ̂12 − σ̂11ρ̂− ρ̂σ̂11)

together with the Maxwell-Bloch equation, ∂zEp(z, t) = iΩpN

c
〈σ̂31(z, t)〉, to cal-

culate the expected retrieved pulse shape EOUT (t) and the storage efficiency
bandwidth response η(∆). Here L is the atomic sample length, Γ’s being the
decay rates of the excited levels, c is the speed of light in vacuum and N the
number of atoms.

2.5.4 Simulation results

The room temperature response is calculated by convolving two storage effi-
ciency bandwidths η1(∆) and η2(∆) (corresponding to two excited states in
the rubidium D1 line manifold, blue line in Fig. 2.7 b) with a distribution

A(∆) = A(2πv/λ) =

√
ln 2

Wd

√
π

1

1 + (2∆)2/W 2
d

(2.27)

. We have set Wd to 960MHz to include also pressure broadening effects (obtai-
ned from a fit on the measured transmission profile (Fig. 2.7 a)). Defining

∆ = ∆j = ∆0 + j∆step

we calculate the response as

η(∆j) =
imax∑

i=−imax

A(∆i)η(∆j+i). (2.28)

The resultant broadened storage bandwidth ηRT (∆) is presented in Fig.
2.7 b (solid red line). We also account for the varying optical depth at diffe-
rent ∆ by multiplying ηRT (∆) by the measured transmission profile TRT (∆)
(see Fig. 2.7 a). The resultant is the room temperature efficiency bandwidth
(see Fig. 2.7 c red line).
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We perform storage experiments for 1/
√

2(|H〉 + |V 〉) qubits with a storage
time of 700 ns over a ∆ region of 4 GHz. Fig. 2.7c compares these results to
our model. The most striking observation is that the maximum storage effi-
ciency is not achieved on the atomic resonance, but at detunings beyond the
Doppler width. The maximum efficiencies are at ∆ = 500 MHz (red detuned)
and ∆= 1.3 GHz (blue detuned).

2.5.5 Etalon results

Having found non-trivial regions of optimal operation, we now simulate the
quantum dynamics of the atomic system when no probe field is present. The
contribution of the Stokes field in the memory background is calculated using
an extra term to Ep(z, t) relative to 〈σ̂42(z, t)〉. The numerical values used are
Γ3m = 3MHz, Γ4m = 1GHz and the decoherence rate between ground states
0.1kHz. The background response Q(∆) is the combination of two quantum
fields. Firstly, from transition |1〉 to |3〉, which is narrow and associated to
photons incoherently scattered from state |3〉. This is a result of population
exchange with the virtual state |4〉 mediated by decoherence rates between
the ground state |1〉 and |2〉. Secondly, from the |2〉 to |4〉 transition, which
is broad and associated to photons scattered from the virtual state |4〉 (Sto-
kes field) through an off-resonant Raman process (see dotted red line in Fig.
2.10a) [45, 46]. These two fields differ by 13.6 GHz.
We test our model by detecting background photons passing our filtering ele-
ments after exciting the atoms only with control field pulses (fixed ∆, varying
etalon detunings, dots in Fig.2.10a).

These measurements are accurately resembled (see solid blue line in Fig.
2.10a) by convoluting Q(∆) with the etalon transmission function E(∆) =

(1−A)2

1+R2−2R cos( 2π∆
FSR

)
(dashed blue line in Fig. 2.10a). The total response is the

sum of two convolutions calculated separately for each of the response back-
ground components (dotted red line in Fig 2.10a) and normalized to the input
number of background photons before the etalon. We have used R= 0.9955,
A=2 ∗ 10−4 and a FSR= 13.6GHz.

We obtain the room temperature background response QRT (∆) by con-
sidering two background responses Q1(∆) and Q2(∆) (corresponding to two
excited transitions of the rubidium D1 manifold, see blue dotted line in Fig.
2.10 b) and convoluting them with the velocity distribution of the moving
atoms (see Fig. 2.10b red line). This model is in agreement with measure-
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Figure 2.10: (a) Cold atom background response Q(∆) (dashed red-line) featuring
the contributions of incoherent scattering and Stokes fields; etalon transmission pro-
file (dashed blue line); convoluted response indicating the background transmission
through the filtering elements (solid blue line); experimental background measure-
ment for ∆ = −500 MHz (green dots), 0 MHz (purple dots) and +500 MHz (black
dots); technical background (brown dotted line). (b) Cold atom background bandwidths
Q1(∆) and Q2(∆) for the two excited states of the rubidium D1 line manifold (the purple
dotted line is a master equation prediction of the background bandwidth); warm atom
background response QRT (∆) ((the solid red line is the result of the convolution with a
velocity distribution)); background measurements vs. ∆ (blue dots). (c) Predicted room
temperature signal to background ratio SBRRT ∝ (ηRT (∆))(TRT (∆))/(QRT (∆)) (so-
lid red line); SBR experimental measurements (blue dots). The error bars are statistical.
Reproduced from [23]

27



ments of the background with fixed etalon detunings and varying ∆. Our final
model for the room temperature SBR is calculated as

SBRRT = (ηRT (∆))(TRT (∆))/(QRT (∆)) (2.29)

Which is the solid red line in Fig. 3c. This accurately predicts the features of
the SBR measurements, with an optimal operational point corresponding to
∆ = 500 MHz from the central F = 1 to F ′ = 1 resonance.

2.5.6 Experimental verification of improved SBR/fidelity

The predicted optimal performance region is probed by using a one-photon de-
tuning ∆ ∼ 250 MHz (red detuned), and storing light pulses with an average
〈n〉 = 1 photons and |H〉 polarization using only a single rail of the setup. The
result shows an SBR of ∼6 for a storage time of 700 ns and a coherence of a
few microseconds (See Fig.4a). Universal qubit operation is verified by using
the dual-rail setup sending in and retrieving three sets of orthogonal polariza-
tions, where now the background is inevitably twice that of the single rail. Our
outcome was an average qubit SBR of 2.9 ±0.04 with an average efficiency of
5.1% ± 0.07 for the six polarization states |H〉, |V 〉, |D〉, |A〉, |R〉, |L〉 within a
region of interest (ROI) of 400 ns (equal to the input pulse width) upon swit-
ching the control field (See Fig. 4b). The polarization of each of the retrieved
qubit states is obtained with the following procedure [42]: (a) measurement
of the polarization of all the input states, (b) qubit storage experiment and
determination of the output Stokes vectors (Sout), (c) rotation of input states
to match the orthogonal axis of the normalized stored vectors (Sin) and (d)
evaluation of the total fidelity using (2.16). We obtained an average fidelity of
86.6±0.6%. This result is well above 71%, the fidelity achievable by a classical
memory applying the intercept-resent attack and 83.6%, the maximum fide-
lity achievable considering the more elaborate classical strategy exploiting the
non-unitary character of the memory efficiency, for a system using attenuated
coherent states with 〈n〉 = 1 and storage efficiency of 5% [44]. Furthermore,
by reducing the ROI below 400ns, the qubit SBR is improved to 3.7 ±0.09
corresponding to fidelities of ∼ 90%.
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2.6 Ultra-low noise operation: NESIS and hig-

her coherence time

We have assumed the background response Q(∆) to be a combination of two
quantum fields produced by different physical mechanism and differing by
13.6 GHz. We have tested this concept by replacing one of the etalons in the
filtering system with a similar unit with a different free spectral ratio. This
allows us to eliminate the background produced by scattering from the virtual
state |4〉.

Moreover, we have pioneered a new noise reduction technique to show the
pathway towards noise-free high fidelity operation. We achieve Noise Elimina-
tion using a Self Interacting Spinor (NESIS) by applying an additional weak
auxiliary beam on resonance with the 5S1/2F = 1 → 5P1/2F

′ = 1 transition
that remains on during the complete storage procedure. We create an in-
teraction between two dark-state-polariton modes (spinor components), one
formed by the auxiliary field and Ωc, and one by Ωc and the scattered photons
from state |3〉 [47]. The interaction between the spinor components results in
maxima/minima in the background noise depending on the phase relationship
between the auxiliary and control fields, independently from the probe field.
By storing and retrieving the probe light with a small two-photon detuning,
we further guarantee independence between the two processes, thus creating
a noise-free region without altering the retrieved photons.

Simultaneous improvements of coherence times to up to 50us comes from
using different coatings and buffer gas in the cell, which reduces the decohe-
rence from spin-spin collisions. Fig. 2.12a shows the obtained maxima/minima
together with storage of pulses with 〈n〉 = 6 and an increased control field po-
wer to highlight the dynamics above. By controlling the phases of the auxiliary
and control fields using passive elements, we overlap the retrieved pulse with
the noise-free region (see Fig. 2.12a), translating into an SBR > 25 for the
single-photon level case.
Applying the NESIS technique together with active phase control in each of
the qubit rails in the polarization quantum memory shown above correspond
to qubit fidelities > 98%. Having such noise-reduction techniques in place
will permit the use of higher optical depths and control field powers, leading
to storage efficiencies above 50%, already establishing our system as a viable
alternative to cryogenic and cold-atom technologies [48, 43, 44]. Reducing
the technical overhead allowed us to look into the network behavior of the
memories.
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2.7 Network behavior of memories

The construction of an interconnected set of many quantum devices that per-
forms secure communication protocols in outside settings and with moving
targets it is now within experimental reach [37, 49, 4]. Therefore it is of ut-
most relevance to engineering elementary networks of a few quantum nodes
and quantum channels to understand the potential of these novel architectu-
res [50, 51, 52, 53]. The emergent behavior of such small quantum networks
should allow us to realize more sophisticated quantum procedures [54]. An im-
portant example of such an elementary network will be the modular connection
of quantum cryptography systems operating over free-space quantum channels
[18], assisted by room temperature quantum memories increasing the distance,
security, and connectivity of quantum key distribution protocols [19, 20].

2.7.1 Memories function within network

Our elementary quantum network starts with the creation of a sequence of four
polarization states (|H〉, |V 〉, |D〉 = 1/

√
2(|H〉+ |V 〉), |A〉 = 1/

√
2(|H〉− |V 〉))

in a distant laboratory (Alice’s station, Laboratory II in Fig. 2.13).
We create the qubits using 400ns-long pulses produced every 40 µs by four

individual acousto-optical modulators (AOMs). The AOMs are each driven by
independent sources regarding their amplitude and frequency modulation to
compensate for small deviations in the length of each AOM track. The setup
is designed to generate either an ordered sequence of four qubits in cycles of
160 µs (see Fig. 2.14) or a train of qubit pulses where the modulation sources
are controlled by an FPGA chip programmed to trigger one of the four AOM’s
randomly. The resulting random sequence of pulses is attenuated to the single-
photon-level and then sent into free space quantum channel module.

The qubits created in the Alice station propagate in a free-space quantum
communication channel over a distance of ∼ 20m without shielding or vacuum
propagation and are then directed to a quantum memory setup in a different
laboratory. We have chosen the characteristics of this setup as a test bed of
the interconnectivity of this station and the quantum memory setup under
more challenging out-of-the-laboratory operation. Of particular interest are
the shot-by-shot changes in the mean input photon number due to the air tur-
bulence between the laboratories and the capability of the memory to receive
random polarization inputs, pulse-by-pulse. By careful alignment, the loss in
the free space propagation is set to be less than 4%. Together with 63% fiber
coupling efficiency at the receiving end of the quantum memory setup, this
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Figure 2.14: Storage of a sequence of qubits. (a) A stream of polarization qubits
with on average 3.5 photons propagates through a free space quantum communication
channel of 20m. In the quantum memory site, the single-photon level qubits are received
and stored sequentially using timed control field pulses. (b) Histograms for each of the
polarization inputs after storage (dark blue) and background floor (light blue). Each
histogram is presented in a 2µs time interval (see dashed black divisions). The fidelities
are estimated from the signal-to-background ratio.Reproduced from [55]

yields a total transmission of 59% for the quantum communication channel.
The shot-by-shot fluctuations in the mean photon number were measured to
be ∼ 5%.

The room-temperature quantum memory in which we store the incoming
qubits is located in Laboratory I (Fig. 2.13). The quantum memory is based
upon a warm 87Rb vapor and controlled using electromagnetically induced
transparency (EIT). Two independent control beams coherently prepare two
volumes within a single 87Rb vapor cell at 60◦C, containing Kr buffer gas to
serve as the storage medium for each mode of the polarization qubit. We
employed two external-cavity diode lasers phase-locked at 6.835 GHz. The
probe field frequency is stabilized to the 5S1/2F = 1→ 5P1/2F

′ = 1 transition
at a wavelength of 795 nm while the control field interacts with the 5S1/2F = 2
→ 5P1/2F

′ = 1 transition. Polarization elements supply 42 dB of control field
attenuation (80% probe transmission) while two temperature-controlled etalon
resonators (linewidths of 40 and 24 MHz) provide additional 102 dB of control
field extinction. The total probe field transmission is 4.5% for all polarization
inputs, exhibiting an effective, control/probe suppression ratio of 130 dB [23].
The control field pulses are time-optimized to the arrival of the qubits in front
of the memory (see Fig. 2.14a).

After passing through the polarization independent frequency filtering sy-
stem, the stored pulses enter the Bob module, which is equipped with a non-
polarizing beam splitter (separating the Z = {|H〉, |V 〉} and X = {|D〉, |A〉}
bases) and two polarizing beam splitters whose outputs are detected by four
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single-photon counting modules (SPCM). Each SPCM corresponds to a diffe-
rent polarization state. This allows us to compare the detected sequence with
the qubits initially sent and estimate the influence of the photonic background
of the memory in the evaluation of the QBERs.

We create histograms using the time of arrival and estimate a best-case-
scenario fidelity of the stored polarization qubits containing on average 1.6
photons per pulse right before the memory.
We evaluate the signal to background ratio (SBR) in the measurements, de-
fined as η/q, where η is the retrieved fraction of a single excitation stored in
a quantum memory and q the average number of concurrently emitted pho-
tons due to background processes. Both are calculated by integrating the
retrieved and background signals over 100 ns intervals. The fidelities are then
estimated as F = 1− 1

2
q
η

from (2.25). Our analysis shows that even with the
additional constraint of shot-by-shot fluctuations in intensity due to free space
propagation and the addition of randomly polarized background photons in
the memory, maximum fidelities of 92% for |H〉, 92% for |V 〉, 90% for |D〉 and
93% for |A〉 can still be achieved.
These results are clearly above the classical threshold limit of 85% for the cor-
responding efficiencies thus providing the necessary condition of full quantum
memory operation [23].

After showing unbiased memory operation over the free space network, we
now show that the connection also operates with high fidelity on a pulse-by-
pulse basis, demonstrated by full polarization analysis at Bob location. This
is done by randomizing the polarization input of the experiment. Further
insight into our current capabilities is obtained by analyzing the quantum
bit error rates (QBER) QX and QZ for X and Z bases after propagation
and storage. Starting with pulses containing a high number of photons (∼
100 photons, see Fig. 2.15), we evaluated the QBER after storage of the
random polarization states. An average QBER of 0.57% for the two orthogonal
bases have been measured within a region of interest equal to the input pulse
width. This QBER is compatible with the typical error rate obtained in a
standard quantum key distribution experiment. The importance of this result
is two-folded: 1) the storage process at room temperature does not intrinsically
add non-unitary rotation to the states, and in the limit of high signal-to-
background has a negligible effect on the total QBER; 2) the memory is capable
of storing and retrieving a generic polarization qubits on a shot-by-shot level.
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Figure 2.15: QBER evaluation of the long-distance communication setup plus
memory. In the Bob site, the polarization states are received and stored sequentially in
a room temperature quantum memory. We randomly choose one of the Z and X bases
to measure the polarization state and then calculate the QBER over a region of interest
equal to the input pulse width (red bars). We show histograms on the photons counts
in each of the four polarizations. The first peak represents non-stored photon (leakage)
while the second peak represents the retrieved photons. In an experiment with high
input photon number, the obtained QBERs are less than 1%, as it can be seen in the
low counts corresponding to undesirable polarization detections.Reproduced from [55]
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2.7.2 Memories extend the possibilities of networks

Storage of a random sequence of polarization qubits at single photon
level.

In our next experiment, the complete state measurement in the two bases was
used again for an input of 1.6 photons before the memory, corresponding to 3.5
photons at Alice station. The evaluated QBERs after storage for polarization
qubits are QZ= 11.0% and QX =12.9% over a 100 ns region (see Fig. 2.16).
The increase of the QBERs is only due to the background noise which is much
more significant at the single-photon level.
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Figure 2.16: QBER evaluation for single photon level experiment. (a) The QBER
is calculated in a 100ns window (red bars). QBER of 11.0% and 12.9% are respectively
achieved for Z and X bases. At the single-photon level undesirable polarization rotations
remain absent, noise in the orthogonal channel arises from control-field induced non-
linear processes.

Nonetheless, the fidelities (corresponding to 1−QBER) remain higher than
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the classical limit for the corresponding storage efficiency. Storage of super-
positions |D〉 and |A〉 implies that the two rails forming the quantum memory
store or miss the pulse coherently (in order to preserve the storage fidelity for
that particular polarization), as opposed to retrieving |H〉 or |V 〉 at any given
time in a shot-by-shot experiment. This ability is crucial in networks perfor-
ming quantum key distribution protocols, and it also shows that the memory
is currently capable of receiving entangled polarization states without distor-
ting them. We mention that this last experiment constitutes the quantum
communication part of the well known BB84 protocol [56], with the addition
of a synchronizing quantum memory between Alice and Bob.

After the improvements described in Sec. 2.6 some single rail experiments
with lower noise could be done.

Figure 2.17a shows the results of a one-rail experiment including the auxi-
liary field (light-blue). We can see that after retrieval, the two dark-state-
polariton interaction creates regions without the additional background noise.
In this experiment, the auxiliary field strength is increased to highlight the
ultra-low-noise regions. We measured an SBR ∼ 26 for an input 〈n〉 ∼ 1.3
photons, only limited by the intrinsic attenuation of the filtering system (in
contrast to being limited by the background noise). We can then infer a cor-
responding fidelity of 97% and QBER’s ∼ 3% for 〈n〉 ∼ 1 (see caption in Fig.
2.17).

The relevance of this new regime of operation is highlighted by analyzing
its consequences to the possible quantum key distribution rate. The rate
per channel efficiency for sharing a random secret key, encoded in random
polarization states, between Alice and Bob (R) depends on the quantum bit
error rate (QBER) and the mean photon number µ. In the infinite key-length
limit, it is given by: R = µ(e−µ(1−H(QX))−H(QZ)f(QZ)), where QX and
QZ are the QBERs, H(x) is the binary Shannon entropy function and f(QZ)
is the efficiency of the classical error correction protocol. We have evaluated
the absolute key rate vs. the input photon number and our average QBER
with f(QZ)=1.05 [57] for two cases. In the first case, we include the current
quantum memory operation (QBER = 11.9% for µ = 1.6). Fig. 2.17 b
shows that this regime lies just outside of the region for positive key rate
generation, indicating not fully-secure qubit communication. This situation
is fully-corrected by applying the noise reduction techniques explained above,
as in this new regime the operation (QBER = 3% for µ = 1) is well inside
the secure communication threshold. This is a significant achievement as our
quantum network has all the elementary capabilities for quantum cryptography
operation.
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Figure 2.17: Ultra-low-noise quantum memory operation. a) Noise reduction by
introducing an auxiliary field, the interaction between dark-state-polaritons creates a
background free region. Retrieving the probe under these conditions results in an SBR
>25. The signal for the SBR is a 100 ns integration region at the peak of the retrie-
ved signal. The background is a minimized averaged background obtained in a 1 µs
region centered around 5.2 us (divided by 10). The dark blue histogram includes signal,
background and the auxiliary field. The light blue histogram only includes the auxiliary
field. (b) Quantum key distribution rate vs. mean photon number and quantum bit
error rate. Color bar represents the key rate. The line intersecting light blue and dark
blue (negative key rate area) corresponds to the boundary for the positive key rate. The
white dots indicate the regime of bare quantum memory and ultra-low-noise memory
regimes. 39



2.7.3 Portability

Portable and robust quantum memories are paramount to have quantum net-
works become all-environment qubit connections between distant and isolated
locations. In our last network experiment, we show the storage of single-photon
level qubits in the first fully-portable plug-and-play memory. This prototype
has the same features of the designs used in our experiments as mentioned
above but is fully independent of laboratory infrastructure as it only requi-
res the probe photons and an EIT control field as inputs. It also possesses
a miniaturized version of the filtering system with independent temperature
controllers. This device has already proven to be fully portable as it was built
in Stony Brook University and shipped to the Royal Institute of Technology
in Stockholm. There it has been shown to be fully operational and easily in-
tegrated with independent quantum light sources. These experimental results
are published in [58]. A detailed depiction of the portable memory is shown in
Fig. 2.18a. In Fig. 2.18b we show a storage-of-light experiment in which we
store pulses with a mean photon number 〈n〉 ∼ 2, in a single-rail experiment,
corresponding to an SBR of 7.2.

2.8 Conclusion

This chapter highlights the development of a previously rejection notion: ha-
ving quantum memories operating at room temperature. The memories are
probed using weak coherent states and characterized by polarization qubit fi-
delity measurements giving an average fidelity of 86.6± 0.6%. In our network
setup, this was improved to > 90%. We also show shot-by-shot operation.
Currently work is being done on interfering the outputs of two these memories
and even more, progress has been made in making the memories portable.
This development based on the results I’ve shown, positions the current in-
frastructure in front of many similar attempts in the quantum information
community. [44, 48, 43].

In the offing, powerful quantum networks require quantum processing.
Though we have pursued the development of processing and memory nodes
in parallel, the rapid success of the memories as a primary node in a scalable
network platform gives a firm footing for adding more capable nodes to the
network. I will describe our quantum processing node program in the next few
chapters.
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Figure 2.18: a) Prototype of a room temperature portable quantum memory. Upper-
right inset: Detail of one of the frequency filtering units, including the silica etalon,
isolation oven, temperature control cold-plate and PID temperature regulation circuitry.
Bottom-left inset: Detail of the interaction zone including the Rb cell, temperature
control electronics and three-layer magnetic shielding. b) Storage of single-photon level
light pulses in the portable quantum memory.41



Chapter 3

Quantum process tomography
of an Optically Controlled Kerr
Non-linearity

3.1 Introduction

As mentioned in the introduction, an optical quantum network would consist
of many other nodes than the memories described in Chapter 1. One class
of nodes that are being investigated on the path to create interactions be-
tween qubits are optically controlled non-linear devices [59, 60, 61]. In the
same room-temperature ensemble of atoms used for the quantum memories,
we characterized an optically controlled nonlinearity. The characterization was
done using the same laser setup, by adding one more phase-lock system.

In keeping with our goal with reducing the technical overhead of quantum
network experiments, we use a tomography technique that uses laser pulses to
do a full quantum characterization of the quantum process. It is called coherent
state quantum process tomography (csQPT) [62, 63, 64]. This technique has
already been used to characterize ensemble memories [64] that are similar the
ones in our network.

Since much of the complexity of characterization is moved from hardware
— quantum light sources and specialty detectors — to software — maximum-
likelihood algorithms and superoperator matrices — extending it’s capabilities
to multi-mode characterization seems more tractable. Disclaimer: This chap-
ter contains work included in the papers Kupchak, C., Rind, S., Jordaan, B.
and Figueroa, E. Quantum Process Tomography of an Optically-Controlled
Kerr Non-linearity Scientific Reports 5, 16581, 2015. I contributed to the im-
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plementation and modeling of the experiment, the interpretation of the results
and the writing of the manuscript. Permission from the other authors was
received to include the results in this thesis.

3.2 Processing platforms and evaluation

The success of deterministic, multi-field gates is contingent on two stringent
conditions: the first is achieving a large cross-talk between quantum-level
fields [65]. The second is the generation of relative non-linear phase opera-
tions that can act on either discrete qubit variables or continuous quadrature
modes [66]. Different avenues are currently being pursued to overcome the
first obstacle. One is the use of highly excited Rydberg states, that have
demonstrated the promise for creating a sizeable non-linear medium for in-
dividual photons to propagate and interact [67, 68]. Another is the use of
strong light-matter interaction, as provided by cavity quantum electrodyna-
mics (cQED)[27, 36, 69, 70, 71].

Addressing the second condition remains a challenge, yet is key to building
truly functional quantum logic gates. Previously, electromagnetically-induced
transparency (EIT) enhanced Kerr non-linearities utilizing atomic four-level
schemes [72, 73] have been used to realize small phase shifts for few-photon
level classical fields using atomic ensembles [74, 75, 76, 77]. Although fun-
damental questions concerning how the non-instantaneous behavior of such
Kerr non-linearities preclude the creation of overall cross-phase modulation
phase-shifts persist [78, 79].

Therefore, the availability of evaluation tools that allow the direct cha-
racterization of these deterministic phase-shift operations so one can know a
priori its function regarding specific quantum optical states inputs would be
indispensable. Accomplishing such a task in a tractable manner could be attai-
ned with relatively simple technological methods, namely EIT non-linearities
in room temperature atomic vapor [80, 81, 82, 83, 84] in combination with full
quantum optical characterization via coherent state quantum process tomo-
graphy (csQPT) [62, 64].

We start with a three-level, Lambda atomic EIT scheme composed of two
hyperfine grounds states that couple to a common excited state by a weak
probe field and a high power control field. The N-type system is completed by
a third, signal field that couples one of the original Lambda ground states to a
separate excited state (see Fig. 3.1 a). This signal field induces a cross-phase
modulation on the probe giving rise to a relative optical phase shift between
the fields [85, 73]. When only the control field is present, the probe pulse
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Figure 3.1: Atomic level scheme and experimental setup. (a) Atomic level diagram
for the N-type scheme in 87Rb. (b) Experimental setup for quantum process tomography
of a Kerr non-linearity using rubidium vapor. AOM: Acousto-optical modulators; GLP:
Glan-Laser-Polarizer; NBPS: Non-polarizing beam splitter; HD: Homodyne detector;
PZT: Piezoelectric device; M: Mirror. Probe and local oscillator: red beam paths; Con-
trol: yellow beam path; Signal: blue beam path. (c) Pulse scheme for determining the
relative phase shift experienced by the probe pulses (red solid line) under EIT slowdown
(yellow solid line) and N-type conditions (green solid line).Reproduced from [25]

sees a characteristic EIT transparency (see Fig. 3.2b, green line) causing it to
experience both slowdown conditions and an optical phase shift. The presence
of a mode-matched signal field can then negate this EIT effect (see Fig. 3.2b,
light blue line). Furthermore, the phase shift undergone by the probe pulse
can be controllably reduced by applying a particular power of the continuous
wave signal field, as changes in transmission correspond to strong dispersion
modifications in the atomic medium.

We probe our system with weak coherent states and measure the phase and
amplitude quadratures of the input and output via time domain homodyne
tomography allowing us to perform quantum state reconstruction and directly
compare the corresponding density matrices. Further, by collecting the output
data for a sufficient set of weak coherent state inputs, we gain the information
needed to characterize the phase shift process by csQPT completely. The
resulting process reconstruction yields a rank-4 process super-operator in the
Fock states basis which can then be utilized to find out how our phase shift
process will behave on arbitrary quantum optical states, either with discrete
variables in the Fock basis on in the continuous variable regime.

We now turn our attention to characterizing the Kerr-based optical phase
shift process through means of coherent state quantum process tomography
(csQPT) [62]. This is a procedure akin to a “blackbox” problem but in the
quantum domain, i.e., given any arbitrary but known quantum state ρ̂ we can
predict Ê(ρ̂i), where Ê represents our process. Quantum process tomography
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Figure 3.2: Homodyne tomography of Kerr-induced optical phase shift. (a) Input
coherent state (blue dots), phase shifted state under EIT conditions (green dots), state
under N-type conditions (red dots) as measured by the homodyne detector, together
with their respective fittings for the phase information (solid lines). Note that each dot
represents the time integration of a single pulse. (b) Frequency response of the system
for the input (blue line), EIT conditions (green line) and N-type configuration with 0.5
mW signal power (light blue line) and 2.1 mW signal power (red line). Reproduced from
[25]

is derived from the fact that all quantum processes are linear in the space of
density matrices in the Hilbert space defining the process. More specifically,
the technique of csQPT uses coherent states from a common laser source to
produce a set of “probe” states spanning the Hilbert space where our process
will be characterized. Therefore, by subjecting an ample number of coherent
states |αi〉〈αi| to our optically controlled phase shift and recording the corre-
sponding output Ê(|αi〉〈αi|), we are provided with the needed information to
completely characterize our process for a finite region in a relatively simple
and robust manner. For the primary Lambda system, we utilize two exter-
nal cavity diode lasers phase-locked at 6.8 GHz to correspond to the 87Rb
ground state splitting. The probe field is situated 180 MHz red detuned from
the |5S1/2, F = 1〉 ↔ |5P1/2, F = 1〉 transition with the control field set to the
|5S1/2, F = 2〉 ↔ |5P1/2, F = 1〉 transition; both lasers are at a wavelength of
795 nm. Lastly, for the signal field we have an additional, third diode laser set
to the |5S1/2, F = 2〉 ↔ |5P3/2, F = 3〉 transition at 780 nm (Fig 3.1a). In our
measurements, the signal field is red-detuned by 11.9 MHz.

Furthermore, the control and signal field are fixed to have the same linear
polarization with the probe field set to the orthogonal polarization to allow
for convenient separation of the fields after the atomic interaction. All light

45



fields are also spatially mode matched to a waist of ω0 ≈ 200µm in a single-rail
configuration (see Fig. 3.1 b). In the pulsed regime, the intensity of the probe
and control fields are temporally modulated using acousto-optical modulators
(AOM). For our medium we use a 7.5 cm long glass cell with anti-reflection
coated windows containing isotopically pure 87Rb with 10 Torr of Ne buffer gas
kept at a temperature of 336 K. The cell is pumped with a 1.75 mW control
field for 25 µs before a probe pulse of 1 µs temporal duration is coupled into
the vapor. After 30 µs, the control field is shut off and a second probe pulse
is sent through the vapor cell to serve as a reference (see Inset of Fig.3.1 c).
The repetition rate of the entire experiment was 25 kHz.

The magnitude of this phase shift is quantified using time domain homo-
dyne tomography [86]. To do so, we couple both the probe mode after atomic
interaction and a strong local oscillator (LO, coming from the same laser) to
fibers and interfere them. Before interference, the local oscillator is reflected
off a mirror attached to a piezoelectric device to permit control of the phase
and allow total tomographic reconstruction (see Fig.3.1). To quantify the
temporal envelope of our weak probe pulses, we first recorded the intensity of
bright classical pulses undergoing the different measurement conditions on an
auxiliary photodetector (not shown, see pulses in Fig.3.1 c). From this data,
the shape and length of the probe’s electric field envelope were calculated. A
weighted integration over the homodyne signal using the electric field envelope
for a given pulse then yields its time-averaged quadrature value. For all input
pulses, those subjected to EIT slowdown and the N-type conditions, we acqui-
red 50 000 balanced homodyne values in the time domain by an oscilloscope
dual triggered to the pulse start point and piezo scan. The optical phase shift
experienced by the probe pulses under EIT and N-type conditions can then
be directly quantified by fitting this quadrature measurement data (see Fig.
3.2 a). The second probe pulse sent after the control field is shut off serves
to determine the baseline phase of the interferometer from which the phase
induced to the initial pulse can then be calculated. This data is then entered
into a maximum-likelihood algorithm in order to generate the quantum state
(see Fig. 3.3) or to perform quantum process reconstruction in the Fock basis
(see Fig. 3.4).

The phase shift undergone by a single state when subjected to EIT con-
ditions can be understood through direct visualization of the state’s Wigner
function in phase space. The Wigner function can be found by first entering
the measured phase and quadrature data into a maximum-likelihood algorithm
to obtain the state’s density matrix [87] followed by direct calculation of the
experimental Wigner function [88]. The information granted by these types
of measurements can extend on previous studies [73, 75, 76] as we now attain
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Figure 3.3: Wigner function reconstruction of coherent states under EIT and
N-type conditions. (a) Wigner function reconstruction of the original input state (A),
Wigner function reconstruction of the phase shifted state under EIT conditions (B) and
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(C). (b) Relative phase shift between the EIT and N-type conditions controlled optically
as a function of the signal field power. The solid blue line is a guide to the eye. Error
bars are statistical. Reproduced from [25]
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the full density matrices of the output, which can be compared directly to
that of the input. As an example, for input coherent state containing a mean
photon number of 〈n〉 = 5.4 ((A) in Fig. 3.3a), we measure a phase shift of
∆θEIT = 2.13±0.04 rads when subjected to EIT slowdown ((B) in Fig. 3.3a).
Moreover, we measure the decrease of this phase shift in the N-type scheme
when a 2.1 mW signal field is present ((C) in Fig.3.3a).

In this case, the phase shift with respect to the input is found to be
∆θN−type = 0.67±0.04 rads. Hence, the optically induced phase difference be-
tween the two schemes is ∆θN−type−∆θEIT = 1.46±0.06 rads. From this ana-
lysis, we can also find the mean quadrature variance σ̄2 of the input and output
states. In this case, the variance values corresponding to the input, slowdown
and N-type schemes were found to be 0.517±0.004, 0.562±0.008, 0.517±0.004
respectively. We can see increased deviations from an ideal coherent state for
the reconstructed slowdown state [63] which are lessened under the N-type
conditions as a result of the losses. Note that due to the losses experienced
by the probe in our EIT schemes, the phase shifted Wigner functions are now
situated closer to the phase space origin than the original input state. Here,
the transmissions of the EIT and N-type schemes averaged 25% and 3.5%
respectively. The non-linearity of our Kerr-based optical phase shift is demon-
strated in Fig. 3.3 b which shows the measured phase shift versus the signal
field power.

To accomplish csQPT experimentally, we measured the output states of
both the EIT slowdown and N-type processes along with their corresponding
inputs for 13 different coherent states with input amplitudes αi ranging from
0 to 3.3. This was done for six different signal field powers each serving as
their separate characterization. Hence, the temporal modes for every set of
conditions were independently measured to account for the group velocity
experienced by the probe at a particular signal field power. These temporal
modes are shown in Fig. 3.4a. Note that the parameters used to achieve our
base EIT slowdown conditions remained constant at all times.

The data obtained through homodyne detection was binned into 40 phase
and 40 quadrature bins to encompass the entire range of the coherent state
measurements. The binned data was then entered into a maximum-likelihood
reconstruction algorithm in line with the procedures described in [64] to obtain
the process super-operator. Our process was phase invariant, meaning that any
fixed phase difference between two input states was preserved after the process
and allowed a majority of the elements to be extinguished. With our data, we
found 100 iterations of the maximum-likelihood algorithm to be adequate for
our reconstruction to converge. This was followed by truncation of our process
superoperator to a maximum photon number of n = 5. Note that the linear
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losses not associated with the process (detector efficiencies, visibilities, etc.)
experienced by the probe states were quantified and corrected for in the same
manner as was done in prior studies [89]. All the information related to the
atomic interaction remains in the tensor elements. Our process reconstruction
provides a mapping of the input density matrix elements to the resulting out-
put elements holding both the phase and photon number information. While
the on-diagonal elements Emmkk exhibiting the photon number information have
been shown in prior studies [62, 63, 89], the off-diagonal elements holding the
phase information have received less attention [90] but are of higher relevance
in this study. This information can be extracted from the components rela-
ting to how the input density matrix space maps to a particular off-diagonal
element of the output. The pertinent information can be visualized by taking
specific slices of the process tensor, where for instance, the phase value for
the ρout01 output density matrix element is related to the Im{ln[Emn01 ]} process
tensor elements. Fig. 3.4 b shows these tensor elements for different powers
of the signal field where the height of the elements indicates the size of the
phase shift relative to the original input state. In general, it is the summation
over the product of these elements with their density matrix counterparts that
yields the phase of the output element given by

φkl = Im

(
ln

(∑
m,n

Emnkl ρ
in
mn

))
. (3.1)

As expected, the phase component is independent of the input amplitude α
(see Fig. 3.4) over the subspace in which the process was characterized. The
errors in the process tensor elements shown in Fig.3.4b are those of our experi-
mental statistics and were found to be about ±0.06 rads in all measurements.
Other errors include the statistical nature of our quadrature measurements
and how they pertain to the quality of our process tensor reconstructions.
To evaluate these effects, we simulated multiple datasets by random variation
of the quadrature counts at a given phase within its standard deviation. We
then reconstructed a set of simulated process tensors Esim,i and calculated their
fidelity F (Esim,i, E) with respect to our original reconstruction E using the Ja-
miolkowski state representation [91]. We found these fidelities to be near unity
with none of the tensor elements shown in Fig.3.4b deviating more than 0.5%
of the original value.

The power of csQPT is the ability to make predictions about the process
output, or specifically in our case, know a priori how our optical phase shift
and losses modify input quantum optical states. To exemplify these capabili-
ties, we acted the process tensor reconstructions corresponding to the weakest
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signal field power of 0.55 mW on a quantum optical state in the form of a the-
oretical squeezed vacuum with +/− 4.3 dB of anti-squeezing and squeezing.
For the EIT slowdown, we found the predicted output state exhibited σ2

− =
−0.83 ± 0.04 dB and σ2

+ = 2.47 ± 0.04 dB in the squeezed and anti-squeezed
quadratures respectively with a phase shift of ∆θEIT = 2.12± 0.03 rads com-
pared to the input. Likewise for the N-type scheme, our prediction yielded
values of σ2

− = −0.15 ± 0.06 dB, σ2
+ = 0.43 ± 0.06 dB and a phase shift of

∆θN−type = 1.48 ± 0.03 rads. Full information relating the output state pre-
dictions to our reconstructed superoperator is shown in Fig. 3.5. Finally, note
that our experimental gate characterization can be applied to any quantum
phase gate architecture including those involving discrete variables. For in-
stance, a characterized phase rotation of φ means that our process superopera-
tor would act on a Fock state qubit such that (|0〉+|1〉)/

√
2→ (|0〉+eiφ|1〉)/

√
2,

and hence, csQPT could be an effective tool to determine how qubit variables
are modified, thus the benchmarking of quantum gate operations becomes a
possibility.

In summary, we have characterized a Kerr non-linear process in the form of
an optically controlled phase shift mediated by atoms at room temperature via
the method of csQPT.Our study signifies the first time that such an optical
gate operation, a key for creating quantum optical information processors,
has been fully characterized quantum mechanically. These processes comprise
a significant part of the more general set of operations involving multi-field
interactions [92].

The csQPT technique is achieved with relatively simple optical measure-
ments by probing our phase shift system with only a sufficient set of weak
laser pulses and measuring the corresponding output. Further, we highlighted
the potential for this method by using our process reconstruction to predict
the effect of our phase shift on a squeezed vacuum state.

3.3 Conclusion

In this chapter, I presented how we characterized a 1.46± 0.06 rads optically
controlled phase shift using csQPT. This was the first time the off-diagonal
terms of the reconstructed superoperator from csQPT was used to characterize
the phase-shift result, showing the impact of the quantum process on the
coherence terms.

The simplicity and robustness or this characterization procedure would
make it ideal for the facilitation of practical quantum optical gates into future
networks and provide a universal tool for the characterization of multi-state
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quantum components.
We are continuing the QPT research towards characterizing different can-

didate systems to generate optically controlled phase shifts [93] and multiple
qubit nodes [90].

Finally, in the class of nonlinear optical systems, in addition to the EIT-
based approach shown in this experiment, the use of optical cavities has been
very successful [94, 28]. The overlap of these two approaches is what has
motivated the construction of the double cavity node that will be discussed in
the following chapters.
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Chapter 4

Compact cross-cavity
light-matter interface

4.1 Introduction and motivation

In the introduction, I mentioned how important it is for quantum networks to
move towards multiple qubit processing. It is essential to get nodes that can
handle more that one qubit in a efficient way.

For photonic networks, fully deterministic processing is still some years
away, since combining strong photonic nonlinearities with high quantum fide-
lities and high efficiency lives on the limit of even the most advanced systems
[28].

There is an in-between system where the probabilistic nature is limited
and pushed to close to 1, such that it can scale with more than one node
[95] and finding ways to herald inherently probabilistic systems to behave
deterministically [26].

Strongly coupled systems provide an exciting opportunity for working with
atoms and light reversibly. Both microfiber [71] or Cavity QED systems have
made this experimentally feasible [2]. These systems have incredible experi-
mental overhead and technical difficulty [96]. The adoption of these systems
in future large networks can significantly be enhanced if this overhead can be
simplified.

This scalability is what made us look at combining the ensemble physics
that we use in our memories with cavity-light interaction.

By deconstructing the way cavities enhance interactions, one is led to stra-
tegies to extend their usability beyond the strong-coupling regime.

One starting point is the Purcell effect.
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A way to understand the Purcell effect is to consider the momentum and
energy states of photons as being in a continuum in free space. If one adds a
cavity, a Q-factor that can be related to the finesse of the Fabry-Perot resonator
emerges. The Q-factor is the ratio of stored energy to leaking energy.

Because of this, a cavity can effectively change the environment that the
atomic medium inside the cavity sees. In strongly coupled regimes this beco-
mes a reversible (non-Markovian) system in that the system has a memory of
what happens between the light and the atoms. This occurs when the cou-
pling rate between the cavity and the atomic medium is higher than the leakage
rate. For a single atom in a cavity, this leads to the famous Jaynes-Cummings
model.

The limiting case of this becomes very interesting when considering ensem-
bles since the atoms have a connection to the environment through the cavity
but also because of the neighboring atoms inside the cavity.

Many experiments have investigated a
√
N scaling of ensemble systems.

[97, 98]. The limits to which this gets influenced by the losses and when a full
quantum mechanical treatment is needed to describe important behavior such
as vacuum-Rabi splitting is still not completely understood [99].

Even if this regime only leads to an increase in the scattering through sub-
sequent passes and thus higher OD, the other advantages of ensemble systems
allow new technological advantages.

The use of three-level systems for collective enhancement of photon pro-
duction [54] or in the use of EIT or related N-type schemes as discussed in
the previous chapters, allow many different avenues to control the behavior
of quantum states of light in these systems. One added level of control is
how atomic cooling has developed in a very robust tool, but still, new cooling
methods are still being developed [100].

Finally, the increasing interest in having more than one photonic mode
coupled to a quantum system [101, 95] illustrate the extendibility this brings
to previously existing technology. Exploring more than one connection to
your node also deals with a new complexity of the problem. These engineering
challenges still are very intertwined with the physics of the system. The right
kind of compromises need to be made within the intermediate future, and we
have developed ways to deal with these.

We coupled two Fabry Perot cavities to a cold atomic ensemble trapped
in a Magneto-Optical Trap to address these questions. In this chapter, I will
discuss the design, construction, and characterization of the integrated atomic
and optical system.
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4.2 Atomic medium: Cooling

The atomic medium of our experiment consists of laser-cooled atoms. This
section briefly overviews laser cooling, and discusses our implementation of a
cold atomic ensemble.

4.2.1 Theory

Laser cooling is the term commonly given to a set of techniques that use the
radiative force of photons interacting with matter to slow down particles. The
advent of the laser with light that was simultaneously intense and narrowband
made this possible. Some of the first explorations of what we now call laser
cooling involved an atomic beam directed at a laser detuned to the Doppler
shifted energy levels[102]. As the atoms absorbed and emitted resonant light,
the atoms would slow, and the Doppler shift would decrease. A spatially
varying magnetic field along the path of the atom beam simultaneously Zeeman
shifts the atoms, keeping them on resonance. This allowed the atoms to be
cooled to approximately 60% of their initial temperature[102].

Optical Molasses is the term given for atoms that have been cooled using
optical methods but have not been trapped[103]. Consider an atom in one
dimension, experiencing the force of a laser beam. Due to the conservation
of momentum, the atom will experience a recoil from absorbing a photon.
The atom decays and emits a photon in a random direction and recoil with
momentum opposite that of the emitted photon. Because of the randomness of
the direction of emission, the net force over many absorption-emission cycles
will be in the direction of the laser beam. When one has two equivalent
counter-propagating beams, for a stationary atom, the net force would be
zero.

However, when the atom moves in the direction of one of the beams the
Doppler shift will cause the forces on the atom to be different.

In the rest frame of the atom, the light from the two counterpropagating
beams will be Doppler-shifted - red detuned for the co-propagating beam,
and blue detuned from the counter-propagating beam. If the laser frequen-
cies are red-detuned from the rest frame atomic energy levels, the Doppler
shift experienced by the atom will bring the counterpropagating beam closer
to resonance, and the co-propagating beam further from resonance. Thus,
photons from the counterpropagating beam will be absorbed more often, re-
sulting in net force in the direction opposite its motion. The magnitude of
the force experienced from the counterpropagating (F+), and co-propagating,
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(F−): beams is [104]:

~F± = ±~~kγ
2

s0

1 + s0 +
[
2 (δ∓|ωD|)

γ

]2 (4.1)

where s0 is the saturation parameter for a given zero-detuning atom-light

system: s0 ≡ 2
(

Ω
γ

)2

= Iπhc
3λ3τ

and ωD the Doppler shift, is simply ~k · ~v[104].

Adding these two forces together, gives [104]:

~F+ + ~F− = ~Fnet ≈
8~k2δs0~v

γ
[
1 + s0 +

(
2δ
γ

)2]2 (4.2)

.
Expanding this model to three dimensions, the overall velocity of an atom

or cloud of atoms can be significantly constrained. The temperature of a
sample goes as the RMS kinetic energy of its motion:

T =
mv2

RMS

3kB
(4.3)

Therefore, a significant constraint on the velocity of the atoms in a sample will
constrain the temperature of the sample as well. In Eq. 4.2 it can be seen that
the force experienced by the atoms is proportional to velocity, and can thus be
considered a friction force. This explains the name of optical molasses, results
in cooling, but is insufficient for trapping.

The first trap for neutral atoms was a hybrid ’magneto-optical’ trap cre-
ated in 1987 in the group of David Pritchard [105]. This trap combines the
concept of optical molasses with that of the quadrupole magnetic field. Our
quadrupole field is generated in a typical way using a pair of anti-Helmholtz
coils to create a magnetic field with a zero-field point at the center, and a
constant gradient near the zero point.

The Magneto-Optical Trap (MOT) Magneto-Optical Trap utilizes the Zee-
man effect in a quadrupole potential to confine cold atoms. Optical molasses
positioned at the center of the trap will experience no effect from the trap, as a
magnetic field zero lies at the coil center however, atoms that drift away from
the trap center experience increasing a magnetic field B, resulting in a Zeeman
splitting of their magnetic sublevels. Atoms that drift into the positive ~B field
region have their mF > 0 levels shifted towards resonance with the σ+ beam,
while atoms that drift into a negative ~B field region have their mF < 0 levels
shifted towards resonance with the σ− beam, as seen in Figure 4.1.
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Figure 4.1: (a) A typical quadrupole magnetic field configuration using anti Helmholtz
coils. The field in the positive z and negative x directions is negative, while the field
in the negative z and positive x directions is positive.(b) A hypothetical F=0 → F’=1
transition and the associated light fields. Atoms in B > 0 regions see an increased
radiative force from σ− light, while atoms in B < 0 regions see an increased force from
σ+ light. Reproduces from [106]

The net scattering force on an atom in a magneto-optical trap is:

F σ+

scatt(ω − kv − (ω0 + βz))− F σ−

scatt(ω + kv − (ω0 − βz)) (4.4)

where βz = gµB
~

dB
dz
z is the frequency shift of the atomic energy levels due

to the external magnetic field at position z, with g the Lande g-factor and
µB the Bohr magneton. One arrives at the new net force on an atom in a
magneto-optical trap potential [104]:

FMOT = −αv − αβ

k
z (4.5)

This equation contains not only the frictional, velocity opposing force seen in
the molasses, but a position dependent restoring force that is characteristic of
a trapping potential.

4.2.2 Magneto Optical Trap Implementation

The implementation of the MOT had to consider the final design specifications
allowing for two cavities, imaging, and EIT beams.

Custom modification of an existing commercial system was selected having
the two optical cavities parallel to the flat sides of the vacuum cell. The
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Figure 4.2: MiniMOT schematics Design schematics for the custom modification
of the MiniMOT system implemented in the experiment. Of particular interest are
the downward angled (approximately 27o from the table), side cooling beams and the
upward angled (approximately 63o from the table) vertical cooling beam and magnetic
coils. The vacuum system and rubidium dispenser lie in the large black box. Reproduced
from ColdQuanta.

ColdQuanta MiniMOT system contains much of the optical setup necessary
for a MOT, and the customizations to the original design include the rotation
of the cooling and coil axes to leave the x and z-axes of the lab frame free for
cavity placement.

Initial Cold Quanta Design and Modifications

The standard MiniMOT design involves a self-contained vacuum system - com-
plete with vacuum cell, pressure monitor, rubidium dispenser circuit, anti-
Helmholtz trapping coils, and an ion pump capable of reaching the low back-
ground pressures required of a magneto-optical trap. Additionally, the Mini-
MOT system includes all of the optics necessary to split the cooling light into
three separate beams, circularly polarize it, and retroreflect it. The final result
is three pairs of counterpropagating beams intersecting at a magnetic zero in
a small, self-contained vacuum system containing Rubidium vapor - nearly all
of the ingredients for a MOT.

The main difficulty is that the baseline model has a cooling beam directly
on the z-axis in the laboratory frame, which was already reserved for one of the
cavities that will be discussed later. As such, this beam and the anti-Helmholtz
coils were rotated 27 degrees, leaving the z-axis clear for the vertical cavity.
To compensate for this, it was required that the other two cooling beams be
rotated 27 degrees below the XY plane to maintain the perpendicularity of
the rays (see Figure 4.2). This rotation allowed for, in theory, clearance of
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 to mount   

 to Coil

A

Figure 4.3: Design schematics for the custom modification of the MiniMOT system
implemented in the experiment. Of particular interest are the downward angled (approx-
imately 27o from the table), side cooling beams and the upward angled (approximately
63o from the table) vertical cooling beam and magnetic coils. The vacuum pump and
rubidium dispenser lie in the large black box. Reproduced from [106] and ColdQuanta.

the beams through cavities of 20mm length, thus allowing a cloud of trapped
atoms to exist while keeping the horizontal and vertical axes clear for cavities.

Laser beam path A fiber out-coupler composed of a collimating lens, and
telescope results in an expected beam size of approximately 5mm, and a half
waveplate allows control over ellipticity of the beam. Immediately after the
waveplate is a pair of polarizing beam splitters (PBS), with another waveplate
between them, followed by a mirror. Typical beam powers after splitting were
as follows: 6mW in the vertical arm of the cooling beams, and 1.2mW in each
of the other two. Immediately after the reflected portion of each beam is a
quarter waveplate to change the polarization to σ+ or σ− as required by Figure
4.1.

Vacuum cell for atoms A rectangular cell of borosilicate glass with di-
mensions 16mm x 16mm x 65mm, coated with anti-reflective coating on both
the inner and outer surfaces contains the atomic cloud. The anti-reflection
coating was calibrated by ColdQuanta to be 0.042% at 0◦ incidence, 0.14% for
35◦ and 0.24% for 45◦. A rubidium dispenser with natural isotope abundance,
and an ion pump capable of reaching pressures of on the order of magnitude
of 10−8 Torr are included in the black box, with a control panel for the ion
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pump, dispenser, and magnetic coils on the back side.

Implemented Level Scheme As shown if Fig. 4.4 the cooling transition
used is the cycling transition 5S1/2|F = 2〉 → 5P3/2|F ′ = 3〉. We red-detune
the laser 18MHz from this transition. The dipole-allowed off-resonant transi-
tion: 5S1/2|F = 2〉 → 5P3/2|F ′ = 2〉, while rare, can occur. The excited state
F ′ = 2〉 has a second decay pathway 5P3/2|F ′ = 2 → 5S1/2|F = 1〉 available
to it. To counteract this loss from the cooling cycle, it is necessary to include
a repumping beam that is tuned to the 5S1/2|F = 1〉 → 5P3/2|F ′ = 2〉 tran-
sition. The atoms that are pumped into the excited state, |F ′ = 2〉 decay to
the |F = 2〉 and |F = 1〉 states. Atoms that decay into the F = 2 state have
reentered the cooling cycle, while atoms that decay into the F = 1 state will
be excited by the laser once more.

Laser locking points For the implementation of this MOT system, two
Toptica Tapered Amplifier Diode Lasers (TA-Pro) are tuned near resonance
with Rubidium’s D2 line. The first laser is locked using saturation spectroscopy
(see section ??) to a transition between two of Rubidium’s hyperfine sublevels:
5S1/2|F = 1〉 → 5P3/2|F ′ = 2〉. The second laser is locked using the OPLL
discussed in section ?? the 5S1/2|F = 2〉 → 5P3/2|F ′ = 2〉 transition, 6.834
GHz detuned from the the first laser.

Acousto-Optical Modulation

Acousto-Optical Modulators (AOMs) with Tellurium Dioxide crystals and a
piezoelectric transducer attached to them are driven at radio frequencies to
form a standing wave in the crystal, with different densities at the nodes and
antinodes. Because these different densities have different indices of refraction,
and therefore, different effective optical path lengths through the crystal, the
standing-wave crystal essentially becomes a Bragg grating. The 1st order
Bragg scattered beams experience a frequency shift precisely equal to the mo-
dulation frequency and is deflected by an angle θ = 2θB = λ

Λ
where angle θB is

the Bragg scattering angle with λ and Λ is the optical and acoustic wavelengths
respectively.

• AOM track 1 is setup in a zero-pass configuration on the 5S1/2|F = 1〉 →
5P3/2|F ′ = 2〉 transition. This allows for pulsing of the repumper light.

• AOM track 2 shifts the laser frequency into 18MHz detuned from the
5S1/2|F = 1〉 → 5P3/2|F ′ = 3〉 transition to form the cooling transition.
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Figure 4.4: The fine (left) and hyperfine (right) sublevels of Rubidium, along with
relevant laser fields and energy level structure carrying with it the selection rules F ′ =
F ± 1 or F ′ = F . (Data taken from [107]. Reproduced from [106]

On this track we installed a cats-eye setup to be used to cool more in
later experiments.

• AOM track 3 shift again to the 5S1/2|F = 1〉 → 5P3/2|F ′ = 3〉 transi-
tion for probing the cavity. We have used different detunings for this
transition.

MOT Positional Engineering

An additional layer of complexity in creating the MOT had to be overcome
from our specified implementation. To take full advantage of the commercial
system, we limited ourselves in how many changes we made to the optical
setup. The position of the MOT beams was decided based on predefined
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Figure 4.5: The AOM tracks used for the various frequency shifting of our light. From
left to right: The probe track (far left), shifted 267 MHz, captures the first positive
diffraction order, and is resonant to the F = 2 → F ′ = 3 used for the cavity probe.
The EIT probe light (center) is shifted to the same frequency, but won’t be discussed
further. The cooling light (center right) is shifted by 125 MHz, but ’double passed’ to
bring it 18 MHz red-detuned from the F = 2 → F ′ = 3 line. Finally, the repumping
light is modulated but not shifted, using a so-called ’zero-passing’ technique, where it is
negatively modulated on the first pass-through, and positively modulated on the second.
Reproduced from [106]

63



measurements. However, the orientation of the optics to create this position
is not aligned with the right-angled coordinate system defined by the table
surface. After the initial MOT characterization, the positioning of the cavities
required a stable MOT position within a comparable to the 50 µm waist of the
cavity modes. The additional optics that were added for cavity control also let
to more scattering than expected and the beam paths had to be changed to
correct for this. The overlap region for the three beams close to the magnetic
zero, was ill-defined, especially after a repair led the coils to be shifted from
the original specifications. To probe this region of overlap systematically and
later on to pseudo-deterministically change the position of the MOT as more
optics were added, we created a procedure to characterize the beam paths and
model it in CAD software.

1. Measure the point on the beams. We used a filter-holder and a printed
alignment sheet to create a finer-grated measurement plane than the
inch-separated holes in the optical table. Care was taken to screw this
down as similarly each time as possible. The beams were shrunk by
centering them on irises. The cross-sections of the different beams were
taken at 2 to 3 points of each beam.

2. Migrate the points to CAD The coordinates obtained from step 1, were
stored in text files. MATLAB script was used to create straight-line fits
to the points. Two different SolidWorks scripts were written to import
the coordinates and the fitted lines. Added dimensionality of the beams
was done inside of SolidWorks.

3. Simulate the intersection The difference between intersecting and non-
intersecting beams were found on the software, and the simulated beams
close to the originals were produced. Coordinates were mapped off the
3D model.

4. Movement of the mirrors The relevant mirrors were moved in a ”2-mirror
walking” fashion to reproduce the desired coordinates.

Plots of the produced beams are shown in Figure 4.6.

MOT Characterization

Characterizations of the MOT were performed before the work described in
this thesis. This section will serve only to summarize the findings of [108].

Absorption imaging was used to characterize the size and temperature of
the MOT.
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Figure 4.6: Solidworks cooling beam configurations. Several different beam configu-
rations (left) that appear quite similar initially. When overlapped (right), non-negligible
differences become apparent. These differences will lead to widely varying MOT size,
shape, and position. While the intersection does not perfectly correspond to the MOT
position because of the effect of the magnetic zero, within a small region, the agreement
is strong. Outside of this region, there is a distinct correlation, but it becomes increa-
singly difficult to evaluate the change in position based solely on the beams. [106]
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Theory To find the number of atoms in the cloud, one uses De Beers Law:

I = I0e
−σn̄ (4.6)

Where I0 is the initial intensity, σ is a constant (the absorption cross section
of Rb), and n̄ is the integrated atomic density along the beam.

Furthermore, the temperature of the MOT can be measured using time of
flight measurements. The expected size of a thermally expanding cloud should

remain Gaussian with a temperature dependent waist: σ(t) =
√
σ2

0 + kT
m
t2, the

time dependent density can be given to be:

n(xi, t) =
1

√
2π
√
σ2
xi,0

+
kBTxi
m

t2
exp

− x2
i

2
(
σ2
xi,0

+
kBTxi
m

t2
)
 (4.7)

Experiment If one splits a pair of absorption/non absorption images into
pixels, subtracts the intensities on a per-pixel basis, applies De Beer’s law to
each, and solves for n̄ = N

Apix
, the number of atoms N becomes:

N = −Apix
σ

∑
i,j

ln

(
Imabs

i,j − Imbkg
i,j

Imtrans
i,j − Imbkg

i,j

)
(4.8)

Where Apix is the pixel area, Imi,j corresponds to the camera grayscale
intensity value for the i, j pixels, and abs, bkg, and trans correspond to the
pictures with absorption (beam on, MOT on), background (beam off, MOT
off), and transmitted (Beam on, MOT off) light profiles. This investigation
concluded an atom number of between 13 and 20 million, increasing linearly
with dispenser on-time. For a more thorough analysis of the MOT characte-
rization see [108].

Näıvely assuming a constant density, the final cloud atomic density is found
to be 4.5×1010 atoms/cm3 and a cloud size of 200 pixels ≈ .75 mm. Therefore,
a rough estimate of the number of atoms in a cavity mode of waist 50µm is
≈ 2.7× 105, or approximately 270,000 atoms[108].

By pulsing the absorption beam directed at the MOT the moments im-
mediately after the cooling fields have been switched off, it was possible to
evaluate the temperature of the MOT. A Gaussian can be fit to the cloud
distribution at each picture. This allowed the finding of a 1√

e
cloud size. Fit-

ting an exponential to these points results in a cloud temperature of 540 µK.
Investigations were done using a CW absorption beam to determine the effect
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0 ms 0.5 ms 1 ms 1.5 ms 2.5 ms 3.0 ms 3.5 ms 4.0 ms2.0 ms

Figure 4.7: The first picture in this series was taken using absorption imaging with
cooling, repumping and magnetic fields switched on. The subsequent images were
taken with these three fields off at intervals of 500 µs with 30 µs absorption beam
pulse duration and 16 µs camera exposure time. The absorption beam was tuned to the
F = 2→ F ′ = 3 transition of the Rubidium D1 line, the same frequency as the cavity
probe (Green in Figure 4.4.)(Picture taken from [108])

of the absorption beam on heating the cloud, which arrived at a temperature
of 3 mK for a continuous absorption beam, indicating a significant effect of
the absorption beam on temperature.[108]

4.3 Optical Cavities

Starting with simple etalons [109] the optical resonator has had a central role
in many optical experiments. Resonant round-trips of the electric fields create
fields much stronger than outside the cavities. This allows the amplification of
light-matter interaction and is well documented [110, 28, 2]. This tool allows
for the control, interaction, and probing of both single atoms [95] or ensembles
[111].

4.3.1 Theory

Following [109] the elementary mechanism of Fabry-Perot cavities is explained
below. An etalon as in Fig. 4.8 have internal reflections of successive waves
that have the following amplitudes after focusing

Erefl = r1 + t21r2 exp(iψ) + t21r1r2 exp(2iψ) + ... (4.9)

Etrans = t1t2 + t1t2r1r2 exp(iψ) + t1t2(r1r2)2 exp(2iψ) + ... (4.10)

Since this is a geometric series we can find the infinite sum

Erefl(δ) =
[1− exp iδ(r1r2 + t1t2)]r1

1− r1r2 exp(iδ)
(4.11)

Etrans(δ) =
t1t2

1− r1r2 exp(iδ)
(4.12)
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Figure 4.8: For a Fabry Perot cavity with mirror interfaces seperated by d distance and
reflectivities and tranmissions ri, ti. The reflections inside the resonator is shown for a
incident beam at an angle of θ. The planes that are shown correspond to where lenses
are needed to interfere the emmisions. Redrawn from [109]
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where δ = Ψ+2χ with Ψ = 2πνt cos(θ) and χ is the phase shift from reflecting
off the sides. With R = r1r2, T = t1t2 we have

Irefl(δ) =
r2

1[1− 2(R + T ) cos(δ) + (R + T )2]

1 +R2 − 2R cos(δ)
(4.13)

Itrans(δ) =
T 2

1 +R2 − 2R cos(δ)
(4.14)

Some equivalent formulations for transmissions with A = 1− T −R is

Itrans(δ) =
[1− A

1−R ]2(1−R)2

1 +R2 − 2R cos(δ)
(4.15)

Itrans(δ) = [1− A

1−R
]2

1−R
1 +R

(
1 + 2

m=∞∑
m=1

Rm cos(mδ)

)
(4.16)

Itrans(δ) = [1− A

1−R
]2

1

1 + 4R sin2(δ/2)
(1−R)2

(4.17)

Itrans(δ) = [1− A

1−R
]2

1−R
1 +R

n=∞∑
n=1

(
2 ln(R−1)

[ln(R−1)]2 + (δ − 2πn)2

)
(4.18)

where 5.19 gives the typical picture of a series of repeating Lorentzian cur-
ves. The two different linewidths to consider a∗ = 1

2π
2 arcsin( 1−R

2
√

(2)
) and

l∗ = 1
2π

ln(R−1) are related by the following relation sin(πa∗) = sinh(πl∗)
which become equal as R→ 1.

We take the cavity linewidth to be κ = 2π ∗ l∗ in this limit.
These define important cavity parameters: FSR The difference between 2

subsequent peaks

FSR =
c

2L
(4.19)

Finesse

F =
1

2a∗
=

FSR

κ
≈ π

√
R

(1−R)
(4.20)

In practical setups, Gaussian beam cavities are used. The ABCD-matrix of
the optical elements determines the resonant condition for a general cavity. For
linear cavities and Gaussian beams, this reduces to requirements of matching
the Gaussian beam radius of curvature and spot size at the mirrors.

This is formally done using the g-factors:

0 ≤ g1g2 ≤ 1 (4.21)
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where

g1 = 1− R1

L
, g2 = 1− R2

L
(4.22)

with R1, R2 are the two mirror radius of curvature and L is the cavity
length.

4.3.2 Mirrors and mode volume

The reflectivity of the mirrors is 0.99995 and 0.99 respectively. These give an
expected Finesse of 312. The radii of curvature are 20mm for the horizontal
cavities and 30mm for the vertical cavity.

After different design considerations [106], the cavities were decided to be
configured in a confocal design. This corresponds to a g1 = g2 = 0. As
discussed in more detail, this corresponds to the most stable configuration.
Also, alignment allows for a degeneracy of modes.

4.3.3 Mirror holders, cavity holders, and piezos

The mirrors are held by a PEAK plastic holder that is machined to close to
the dimensions of the cavity mirror. A press-fit was considered, but in the
end, a small amount of glue or later on the cleaning polymer FirstContact was
used to fix it to the mirror holder.

One side of each cavity has a piezo actuator. This requires the holder to
consist of three segments. These segments were machined to have a little rim
to guide the positioning of the smaller crystal to the plastic holder. This is to
ensure flatness and better control.

The piezos are tubes that have electrode silver sputtered on the outside
and inside surfaces. This configuration produces the field in a direction that
provides a stronger contraction and extension in the z-direction, along with the
length of the crystal. An important consideration of the piezo was the smaller
but significant expansion and contraction of the piezo in the transverse plane.
At some point, our design had restricted this movement and prevented accurate
scanning of the piezo mode. Another important mounting consideration is to
have the piezo move against a hard-edge for the piezo. Without a tight fit,
the piezo moves both the mirrored side and the empty side, leading to smaller
actuation.

Soldering the piezo system caused many difficulties as the temperature of
the solder is an important consideration to avoid damaging the silver electro-
des.
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Only tiny amounts of solder could be used to avoid light from scattering
of the solder inside. Excess amounts of soldering could also interfere with the
mounting of the cavities.

The cavity holders are illustrated in Fig.4.9 and Fig.4.9 . The tuning-fork
design is a result of having the vacuum cell between the mirrors. These are
mounted on 3D translation stages with 10mm travel and 50µm micrometer
increments.

We mount the horizontal cavity by slipping it underneath the vacuum cell
in a U-movement and resting it on the bottom coil mounts. Then the holder
was rotated up to put in the furthest mirror. After it is rotated to a position
closer to its final position, it is connected to the translation stage. The final
angle was determined in conjunction with the final positions of the translation
stage.

Figure 4.9: CAD drawing of the Horizontal Cavity Holder. Tuning fork design to fit
around the vacuum cell. Some material that has been removed around the corners and
arms is not shown in the drawing. Connected to a 3D translation stage in setup.

Mounting the vertical requires strict considerations of the position of the
horizontal as there is a hole in the holder for the light to escape through, as
shown in Fig. 4.10 .

4.3.4 Ex-situ setup

We characterized the two cavities in ex situ setups before moving the optics
into the MOT setup. For the horizontal, this corresponded with an initial
characterization of different mirror reflectivity. However, for the vertical, this
was essential to ensure the correct alignment when more control over the beam
paths could be executed. After this alignment, the vertical holders were glued,
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Figure 4.10: CAD drawing of the vertical cavity holder. Tuning fork design to fit around
the vacuum cell. Key design elements are the hole in the side for horizontal light to be
transmitted.Connected to a 3D translation stage in setup.

which allowed for the vertical modes to be conserved during the in-situ cha-
racterization.

4.3.5 Modulation for characterization

We characterize the cavities using phase modulation of the cavity probe laser.

Eprobe(ω) = E cos(ωt)

Emod = Eprobe(ω + cos(ωmt))

= E cos(ωt+ Amcos(ωmt))

= EJ0(Am)cos(ωt) + J1(Am)cos((ω + ωm)t) + J1(Am)cos((ω − ωm)t)...
(4.23)

were the last is a well-known Bessel-function expansion of FM modulation. The
extra terms correspond to new resonances in the spectrum if ωm > κ. Typically
the modulation amplitude Am is chosen not to be big enough to significantly
reduce the central peak or produce higher order peaks. An expansion of

4.3.6 Ex situ characterization

To do the horizontal characterization a modulation frequency of ωm = 2π ×
400MHz was used. The resulting side-bands are shown in Fig. 4.13. By fitting
the peaks of the modulation, one gets a linewidth of 65.14 MHz.

Due to a small actuation range of the cavity piezo at the time a full sweep
of the FSR couldn’t be made. The FSR was measured using different locking
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Figure 4.11: Postioning of cavities in MOT setup. a) The CAD setup indicating the
position of the vertical cavity specifically. b) A diagram of the MOT and Horizontal
cavity. Reproduced from [106]
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Figure 4.12: Full Setup of the double cavity node.a) Photo of the three platforms
of the double cavity setup.b) Schematic for the in-situ implementation of the vertical
cavity, consisting of 3 platforms. The upper platform (top) outputs the vertical probe
beam, mode matches the beam to the cavity and deflects it downwards towards the
middle platform (bottom right). A vertical cavity holder has been put in place (compare
to Figure ??). The output mode is retrieved on the bottom platform (bottom left)
where it is deflected horizontally. From there it is split off to a CCD camera with a pair
of magnetic mirror mounts deflecting it either to a photodiode or a capture fiber for
SPCM measurement. Reproduced from [106]
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Figure 4.13: Traces from ex-situ setup: A typical cavity response to modulated light
using a triangle wave piezo sweep, and the TTL signal to which the sweep was triggered.
The main cavity peaks each have a pair of sidebands originating from the extra peaks
from equation (4.23). The modulation allows calibration and characterization of the
individual peaks (right). The known modulation frequency (400 MHz in this case)
provides a conversion scale of time bins → frequency. The calibration, in this case, is 1
second ∼= 88028 MHz. Reproduced from [106]

points of the rubidium lock setup and changing the mixing down frequency.
This allowed the laser to be scanned to more than one cavity peak.

This resulted in an FSR of 6.6 GHz ± 780 MHz.The ≈ 10% uncertainty
The large measurement error is because of drifts between the different positions
at which the FSR was measured. This can be ascribed to slow frequency drifts
of an unlocked cavity a ≈ 3 minute delay between having the one locking
setup and another one. Using the relation given in (4.19), the measured result
gives an experimental finesse of 101 ± 12. The result of entering the 65 MHz
measured linewidth into (4.19) gives a finesse of approximately 115.03.

The ex-situ vertical cavity calibration was performed using a ωm = 2π ×
500MHz modulation signal. The vertical cavity displays higher-order modes
that were unable to be optimized out. As it will be seen later on the verti-
cal consistently has been more difficult to produce pure degenerate confocal
modes.

The calculated vertical cavity linewidth for this configuration is 7.5 MHz.
For a cavity length between 20mm and 25mm give FSR from (4.19) to be
between 6GHz and 7.5GHz. Entering these values into Equation ?? results in
a finesse measurement for the ex-situ vertical of 1000 or 800.

The expected finesse value given by (4.20) for mirrors r1= 99.995% and 99%
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is 312. The horizontal value of 115 is ascribed to aperture losses and imperfect
alignment. The high finesse of the vertical was ascribed to a combination of
two high reflectivity mirrors, which explained the difficulty of alignment. The
theoretical value for such a cavity would be 31000, but the losses in the cell
walls would have prevented this setup to be successful.

-0.02 0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
Time

0.05

0.055

0.06

0.065

0.07

0.075

Vo
lta

ge

0.07 0.075 0.08 0.085 0.09 0.095
Time

0.05

0.055

0.06

0.065

0.07

0.075
Voltage vs Time Data
Fitted Curve
-500 MHz modulation
+500 MHz modulation
Center Peak

Single-Peak Modulation Fit±500 MHz Modulated Cavity Response

Vo
lta

ge

Figure 4.14: Traces from ex-situ vertical setup: A typical vertical cavity response using
a triangle wave sweep. The TEM00 modes correspond to the largest peaks, and some
higher order modes are present in this trace. The sidebands are distinguished from
the parasitic modes by sweeping the modulation frequency. These are the only peaks
that should move relative to the TEM00 mode. As before, the modulation allows
calibration and characterization of the individual peaks (the right graph is the blue
region magnified). The known modulation frequency (500 MHz in this case) provides a
conversion scale of time bins → frequency. The calibration for this cavity is 1 second ∼=
45297 MHz. Reproduced from [106]

4.3.7 In-situ characterization

After the cavities were moved into the MOT setup and aligned, the characte-
rization could be done.

To do the horizontal characterization a modulation frequency of ωm =
2π × 150MHz is used. The resulting side-bands are shown in Fig. 4.15. Two
different beams are incident in the cavity. Large 780nm peaks are observed,
and an amplitude of 13.8 dBm modulates the modulated-peaks of a 795 nm
laser. The measured linewidth of the horizontal cavity is 42 MHz.

The vertical characterization is done with a modulation frequency of ωm =
2π×100MHz. The resulting side-bands are shown in Fig. 4.16. The measured
linewidth of the vertical cavity is 23 MHz.

The measured linewidth of the horizontal cavity is 42 MHz.
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Figure 4.15: In-situ Measurement of horizontal cavity linewidth. A typical horizontal
cavity response using a triangle wave sweep. A 795nm probe laser is modulated by
150MHz an amplitude of 13.8 dBm. This is then combined with the normal horizontal
cavity probe field at 780nm. The measured linewidth of horizontal cavity is 42 MHz
using Lorentzian fitting.
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Figure 4.16: In-situ measurement of vertical cavity linewidth. We modulate the cavity
modes by 100 MHz with amplitude of 10 dBm. The measured linewidth of vertical
cavity is 23 MHz using a Lorentzian fit.
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The values found for the FSRs of two cavity lengths of 20mm and 30mm
are 7.5GHz and 6GHz, respectively.

This gives Finesse values of 178.147 and 260.87. The reason for a lower
finesse than the 312 predicted can be ascribed to the losses in the cavity
windows. However, if we compare it to the measurement of the horizontal
ex-situ, these losses do not limit the experiment in any significant way.

4.4 Conclusion

In this chapter the design and building of the atomic and optical parts of the
world’s first, as far as we now, cross-cavity ensemble experiment.

I showed some of the intricacies involved with creating a MOT and two
cavities in the modular and small-footprint system. The MOT was characteri-
zed and found to have of the order 107 atoms. The cavities were constructed,
aligned and characterized ex-situ and in-situ. The finesse of the horizontal and
vertical cavities was found to be 178 and 261 respectively.

This apparatus leads us to the next chapter in which I present the theory,
modeling and results of scattering experiments that we did to characterize the
successful coupling between the cavities and atoms.
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Chapter 5

Atom cavity coupling

5.1 Introduction

In the preceding chapter it the setup of the double cavity node a was described.
This chapter explains the theory and the measurements that we have used to
determine that we have coupled the two cavities to the atomic ensemble.

5.2 Theory

5.2.1 Weak coupling/ large N systems

In this section, the derivation of a N -enhancement for the atom-cavity coupling
is presented. This provides important context for the type of enhancement and
coupling we expect to see. The susceptibility of a cavity coupled to an ensemble
can be considered as a quantum mechanical [112] or classical problem [113].

Here we follow the derivation given in [112].
Starting with the Hamiltonian of an N two-level atomic system. Which is

given by the following

H = ~ω0

∑
σzi + ~ωa†a+

∑
(~gσ+

i a+H.c) (5.1)

The g is the coupling constant between a single atom and the cavity-mode
which are represented by a and a†. The value of g is given by

g =

√
µ2
geω

2ε0V
(5.2)

Introducing the notation for the collective coupling S =
∑

i(σi) (5.1) becomes
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H = ~ω0S
z + ~ωa†a+

∑
(~gS+a+H.c) (5.3)

We defined the ground state as follows:

ψ0〉 =

∣∣∣∣∣N/2,−N/2; 0

〉
, E = −N

2
~ω0 (5.4)

where the notation |S,M〉 ⊗ |0〉 represent the eigenstates |S,M〉 ⊗ |0〉 of
S2 and Sz and |0〉 represents the vacuum of radiation. When one assumes the
condition that the limit g

√
N � κ hold the density matrix of the system ρ

obeys
∂ρ

∂t
= − i

~
[H, ρ]− κ(a†aρ− 2aρa† + ρa†a) (5.5)

Using the eigenfunctions |ψ[j]〉 and energy E[j] the off-diagonal elements of ρ
after making the secular approximation satisfy

∂ρ[i][j]

∂t
= − i

~
(E[i] − E[j])ρ[i][j] − Γ[i][j]ρ[i][j] (5.6)

which leads to the following susceptibility when it interacts with radiation at
frequency Ω:

χαβ(Ω) =
∑

[i]

〈ψ0|(dαS+ +H.c.)ψ[i]〉〈ψ[i]|(~dβS+ +H.c.)ψ0〉
(E[i] − E0 − ~Ω− i~Γ[i],0)

...+
∑

[i]

〈ψ0|(dαS+ +H.c.)ψ[i]〉〈ψ[i]|(~dβS+ +H.c.)ψ0〉
(E[i] − E0 + ~Ω− i~Γ[i],0)

(5.7)

=
#»

d ∗α
#»

d βN
∑
{i}

|〈N/2,−N/2 + 1; 0|ψ{i}〉|2

(E[i] − E0 − ~Ω− i~Γ[i],0)

...+
#»

d ∗α
~dβN

∑
{i}

|〈N/2,−N/2 + 1; 0|ψ{i}〉|2

(E[i] − E0 + ~Ω− i~Γ[i],0)
(5.8)

where
#»

d α is the αth component of the dipole matrix elements
#»

d 12.
The eigenfunctions have the structure

ψ
(S,C)
+ = cos θ|N/2,−N/2 + 1; 0〉+ sin θ|N/2,−N/2; 1〉 (5.9)

ψ
(S,C)
− = − sin θ|N/2,−N/2 + 1; 0〉+ cos θ|N/2,−N/2; 1〉 (5.10)

E
(S,C)
± = ~ω0(−N/2 + 1)− ~∆/2± 1

2
~(∆2 + 4Ng2)1/2 (5.11)
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with the mixing angle θ and cavity-atom detuning ∆ given by

tan θ =
−∆ + (∆2 + 4Ng2)1/2

2q
√
N

,∆ = ω0 − ω (5.12)

The imaginary part of the susceptibility that gives the absorption spectrum
is given by

χ(Ω) =
~

πN
#»

d ∗α
#»

d β
χαβ (5.13)

Im(χ(Ω)) = cos2θ
Γ−/π

Γ2
− + {Ω− ω0 + ∆/2− 1

2
(∆2 + 4Ng2)1/2}2

...+ sin2θ
Γ+/π

Γ2
+ + {Ω− ω0 + ∆/2 + 1

2
(∆2 + 4Ng2)1/2}2

(5.14)

This equation gives rise to the doublet structure for systems with N � 1 with
peaks at Ω = ω0 ± g

√
N

5.2.2 Scattering theory

More pertinent to the experiments we have done is the theory of off-resonant
scattering as developed in [99] and [114].

Scattering from a single atom into a mode M can be described by the
β parameter if the scattering mode considered is small compared to the 4π
steradians. This is true for Gaussian beams at optical wavelengths. The
relation between the incident field E and mode EM is

EM = iβE (5.15)

with

β =
kα

πωε0
(5.16)

since the polarizability α obeys the optical theorem we have

|β|2 =
6

kω
Im(β) = ηfsIm(β) (5.17)

Inside a cavity, the incident field on an atom, E consists of any field coming
from outside the cavity (Ein) and the resonating cavity field (EC). The cavity
field needs to be in a stable cavity mode EM as shown in Fig.5.1.

82



Figure 5.1: The scattering of light into the cavity mode off the atoms. Any field coming
from outside the cavity Ein is scattered into the cavity mode EC = EM.

The steady-state behavior of the system is given by the constraints on the
different fields. For an empty cavity, the cavity field has to obey the round-trip
condition:

EC = 2EM + r2 exp(2ikL)EC (5.18)

which close to resonance solves in the low transmission limit lead to a
Lorentzian

EC =
2EM
q2

1

1− 2iδ/κ
(5.19)

with q2 = π
F and F is the cavity finesse.

When we use this calculated cavity field as part of the incident field we
find that the relation of (5.15) becomes

EM = iβ(Ein + 2EC)

and subsituting (5.19) we have

= iβ(Ein +
4EM
q2

1

1− 2iδ/κ
) (5.20)

solving EM gives

EM =
2iβEin
q2

1

1− i2δ
κ
− i4β

q2

(5.21)
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The extension to an N atom ensemble comes down to adding two coupling
terms H,G is the coupling between a incident field along the cavity and the
atoms and a perpendicular driving field and the atoms, respectively.

H =
1

N

N∑
n=1

cos2
[2π

λL
zn

]
(5.22)

G =
1

N

N∑
n=1

exp
[
i
2π

λL
yn

]
cos
[2π

λL
zn

]
(5.23)

Then (5.21) becomes:

EM =
2iβNEinG

q2

1

1− i2δ
κ
− i4NHβ

q2

(5.24)

By relating in the RWA the finesse scattering to the atomic lineshape and
cavity cooperativity.

(4β

q2

)
= 2CL(∆) (5.25)

we get the form

EC = −EL
2

NG
i

2CL(∆)
+ δ

2κCL(∆)
+NH

(5.26)

5.3 Experimental Setup

5.3.1 Coupling atoms to cavities

Cavity output measurement

The cavity is coupled to a polarization maintaining single mode fiber that leads
to a (Laser Components COUNT) single photon counting module (SPCM).
A Qutools quTAU time-to-digital converter (TDC) registers the pulses from
the SPCM. The TDC windows of the quTAU are 81ps long. Maximally one
detection event per window is registered. The exposure time can be set through
the hardware or analysis software. All the data presented in the rest of the
chapter was with an exposure time of 1ms.

The cavity response of the horizontal cavity was seen on the SPCMs. The
first investigation was to identify the different sources of light.

A pulse sequence that left us with the following cases was followed.
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SPCM QuTools
Counting Box
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Gen.
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Events.txt

Figure 5.2: Schematic of SPCM measurements performed: a function generator sweeps
the cavity length via piezo while sending a trigger to a control box. The SPCM counts
photons and the control box outputs trigger information and photon events as a .txt
file. The control box has eight channels, for four such setups. Reproduced from [106]

(I) Weak probe field only

(II) Cooling and repumper fields only.

(III) Cooling and probe field

(IV) MOT and probe.

5.4 Analysis

Equation (5.26) was used to generate a simulation for the response of scattering
data.

The values for the parameters used are given in the Table 5.1

g 2π× 517kHz
κ 2π× 42MHz
Γ 2π× 6MHz
λ 780nm
w0 50 µ m
∆ 2π× 18MHz

Table 5.1: Parameters used in the simulation of the scattering into the cavity modes.

An essential addition to the model was the following. The atoms are given
a collective phase oscillation dependent on the detuning between the cavity
added to account for the geometric effect of having a scanning cavity.
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Figure 5.3: Data for various states of cavity probe and MOT. In region (I) a weak probe
(≈ 5nW) is input into the cavity with warm background gas, resulting in an average 54
photons/peak. In region (II), the atoms are prepared in optical molasses, and the probe
is switched off, resulting in an average peak value of 64. In region (III), the probe is
switched back on, resulting in an average 126 photons per peak. In region (IV) the atoms
are prepared in a magneto-optical trap, with on average 156 photons/peak. This region
also displays a distinct ’ramping’ behavior compared to the other three regimes due to
the ’loading time’ of the MOT, during which the cloud has not reached equilibrium.

86



Also, the assumption regarding the phases between the atoms is this, for
each event, since the OD is high enough, there is at least one atom that is
close to the phase required to create a coherent scattering, with a small offset.

The number of atoms that were used was 10 000 to 500 000, and the result
is not N dependent at this limit. But since G should be N -dependent we
accept this to be our limiting behavior of the system.

Using the setup as described in section 5.3.1 we measured the effects of the
scattering of the cooling photons into the cavity. First, a probe sweep is done,
i.e. the MOT fields are blocked and the probe is turned on. Using the finesse
measurement done in section 4.3.7 we do a calibration of the scanning of the
cavity measurement. The SPCM data is integrated and we fold the peaks on
top of each other. The mean curve is produced and this FWHM is identified
as the cavity response. Keeping the scanning time constant this ratio is then
used to calibrate the splitting of the cavities, once the atoms are in place.

Figure 5.4: Probe sweep of horizontal cavity used to calibrate the scan range. The
linewidth of 42MHz measured in Sec. 4.3.7 is used to calibrate the time-scale of the
scan.

Blocking the probe and unblocking the cooling fields, the scattering expe-
riment is done. By scanning the horizontal cavity at 10Hz with an amplitude
of roughly 300V we could see the traces as shown in figure 5.5.

The power of the cooling beams in these experiments were 11mW. After the
data taking the data is analyzed using MATLAB code that folds the different
peaks on top of each other. The different time window results are indicated
as black dots in Fig. 5.5. We then take the average of these values to produce
the blue lines in the figure. If we compare this to the result of the simulation
5.6 a fair amount of overlap is present.
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Figure 5.5: Scattering Data from the horizontal cavity. The scan is folded into time-
windows based on the peak positions. The black dots represent the data and the blue
line the average over these.

Figure 5.6: Result of the Horizontal cavity simulation. The depth of the frequency
oscillation is not dependent on the number of atoms and should filter out of the system
as detected by the SPCMs.
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Figure 5.7: Data from the vertical cavity.

For the vertical, the following is the result of the vertical simulation

Figure 5.8: Result of the vertical cavity simulation. The high frequency oscillation is
not dependent on the number of atoms and should filter out of the system as detected
by the SPCMs.

We want to emphasize that these plots show that the cavities are coupled
to the atomic medium to such an extent that the scattering of the light is
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affected by the back-action of the cavities. This shows that we have succeeded
in coupling both of the cavities to the atomic cloud. In Fig. 5.10 we see a
Vacuum Rabi Splitting that corresponds to the parameters discovered from
this scattering.

This allows us to proceed in evaluating experiments that harness this cou-
pling to produce thin EIT lines and provide the high OD environment that
the cavities add.

5.5 Conclusion

In this chapter, I showed some of the preliminary results of two-cavity ex-
periments. We believe that we have successfully coupled the two cavities to
the MOT. More predictions of the future work to use simultaneous coupling
will be made in Chapter 7, but in keeping with results that have already been
achieved first, I will discuss the work on quantum simulation in the next Chap-
ter. Ultimately, we would like to use this system together with the quantum
simulation in future experiments.
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Figure 5.9: Vacuum Rabi Prediction for horizontal cavity. Comparing different atom
numbers with the decay terms evaluated by equations and used in the simulation.
[g, κ,Γ] = 2π × [320kHz, 42MHz, 6MHz]
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Figure 5.10: Vacuum Rabi Prediction for vertical cavity. Comparing different atom
numbers with the decay terms evaluated by equations and used in the simulation.
[g, κ,Γ] = 2π × [320kHz, 23MHz, 6MHz]
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Chapter 6

Quantum Simulation using
Spinor Slow Light

The hardware presented in the previous chapter enables one to think about
different applications for this kind of network node. One way to incrementally
improve the designs and understanding of the system is to find applications
that fit its current specifications. There is great value in controllable quantum
systems with more than one photonic field strongly coupled to an atomic cloud
in the field of quantum simulation.

In this chapter, I present the work we have done to illustrate this in our
room-temperature platform to simulate the dynamics of relativistic quantum
particles specifically the Dirac model and the Jackiw-Rebbi model. The
Jackiw-Rebbi model is of interest to high energy as well as condensed matter
physicists, since it has different topological phases.

I start with an introduction of quantum simulation, the general platform
we are using, the theoretical background of the models, experimental imple-
mentation, results and discussion. Finally I go through simple conceptual
models of how this can be implemented in the nodes and networks I’ve shown
before.

Disclaimer I would like to acknowledge the team and collaborators who
made this research possible. The main results of this chapter and a portion of
the text and discussion are based on our recent manuscript: ”Realizing topo-
logical relativistic dynamics with Slow light polaritons at room temperature”
Namazi. Mehdi, Jordaan. Bertus, Noh. Changsuk, Angelakis. Dimitris. G,
Figueroa. Eden, a rXiv:1711.09346. Mehdi Namazi lead this project. Our
collaborators, Dimitris Angelakis and Changsuk Noh, did the numerical si-
mulation of the results. I took part in the data acquisition and analysis.
All authors contributed to drafting the manuscript. A more in-depth version
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Figure 6.1: Cartoon of quantum simulation. It highlights the versatility of the simulation
platform that dark state polaritons(DSPs) provide for quantum simulations. Preparation
and retrieval are done with photonic states and make it ideal for a photonic network.

of this work can be found in Mehdi’s thesis ”A Scalable Room-Temperature
Quantum Processing Network”

6.1 Introduction to Slow-light quantum simu-

lation

In his seminal work [115] Richard Feynman proposed that by constructing a
mathematical relation between two systems one can use a controllable quantum
device to simulate the physics of another quantum system.

The controllability of atomic systems has made it ideal for simulations like
this. There has been many successful quantum simulations done in recent his-
tory including ultra-cold atoms [116], trapped-ions [117]and superconducting
qubits [118]. Photonic setups have also been used to emulate relativistic and
topological models [119, 120].

Figure 6.1 shows a cartoon diagram of the quantum simulation platform
that we have created. It highlights the flexibility that dark state polari-
tons(DSPs), as introduced in Chapter 2, provide for quantum simulations.
Since the polaritons can exist in a different quantity of atomic and photonic
part, we can do the state preparation and retrieval stages with purely photonic
wavefunctions, exploiting the success of quantum optics. The evolution of the
simulation is done inside a slow light storage medium, where the DSP is in a
superposition of atomic and photonic states.

The important mathematical relations for this particular simulation plat-
form is provided from the 1+1 Dirac model. Unanyan et al. [121] did the
detailed derivation of how a tripod linkage pattern creates a superposition of
DSPs between two ground states and can be related to the 1+1 Dirac model.
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Following the theoretical paper of our collaborators [122] we aimed to mo-
del the Jackiw-Rebbi. The Dirac equation can be extended by having the mass
term spatially dependent. One such extension is where the mass undergoes a
sign-change. At the transition point of the sign-change the equation can be
solved by a new localized zero energy solution [121, 123]. The JR model des-
cribes the coupling of a background scalar field coupling to the Dirac particles
and gives a mass term meff = tanh(x). This kink has the property of leading
to meff(−∞) = −m0 and meff(∞) = m0, leading to the necessary condi-
tion for a localized zero energy solution.Also, the soliton mode is protected by
the topology of the background field.

Since it is known that the JR model is equivalent to the SSH model [124]
that describes the polyacetylene molecule, under the correct regularization,
it can be considered a chiral topological Dirac insulator in class AIII [125].
The regularization is required to add a distinction between the topologically
trivial or nontrivial phases since the JR model has the same symmetry in
terms of positive and negative masses as the Dirac equation has [Springer2012].
Even with this limitation, this was historically the first model to show the
relationship between topology and gapless modes [124], preceding the more
well-known integer and fractional quantum Hall effects. The relationship with
other field theoretical models and topological systems [125], makes it a suitable
test case to highlight the abilities of our novel quantum simulation platform.
Such a system is interesting because of the interest in topological systems, but
also for the possibilities of gaining insights into relativistic particles using this
platform.

6.2 Theoretical background

6.2.1 JR model

The Dirac equation in 1+1 dimension reads

i∂tΨ = −icα∂zΨ + βmc2Ψ (6.1)

in which c is the speed of light, α2 = β2 = 1 and anticommute {α, β} = 0.
One possible choice is α = −σz and β = σy in terms of the usual Pauli
matrices, which means that the wavefunctions Ψ are 2 component objects in
1+1 dimension. Following Jackiw and Rebbi let us replace the mass with a
position dependent field:

i∂tΨ = −icα∂z + βc2φ(z)Ψ. (6.2)
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Figure 6.2: Zero energy mode of JR model. The blue curve shows the soliton profile
of the background field. The red curve shows the zero energy mode produced in the JR
model.

Noting that the sign of the mass can be changed, they considered a kink
solution that interpolates between the negative and positive signs. Choosing
φ(x) = tanh(λz), one sees that the solution

Ψzero(z) = exp

(
−c
∫ z

dz′φ(z′)

)
χ = exp [−c ln (coshλz)]χ (6.3)

with αβχ = −iχ is a zero-energy solution localized around x = 0. For our
choice of α and β, χ ∝ (1,−1) and we will denote the spatial part with φ(z)
such that

Ψzero(z) ≡ ψzero(z)(1,−1). (6.4)

This zero-energy mode is shown in Figure 6.2 The presence of the zero-mode
was shown to be robust against the detailed form of the kink. What is impor-
tant is the topology of the kink: that it undergoes a significant change as z
changes.[122, 126].
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Figure 6.3: Increasing complexity toward SSL

6.2.2 Tripod based dark state polaritons.

The building block of the quantum simulation work is the Dark State Polariton.
Ψ(z, t) [127]. This is created by a level scheme such as Fig. 6.3a. Based on
the usual EIT assumptions, the following equation describes the propagation
of the probe E(z, t) under Ω:

(∂t + vg∂z)E(z, t) = +i
g2
ε

Ω2
N
δ

2
E(z, t)

where vg = c

1+
g2ε
Ω2N

is the group velocity of the input field in the atomic medium,

N is the number of atoms along the beam path, δ is the two-photon detuning
and gε is the light-matter coupling constant for E(z, t). In the perturbative
and adiabatic limit a similar equation for the atomic operator σgu can be found.
The solution to the combined system of equations is a superposition of E(z, t)
and σgu(z, t) and is called a dark state polariton, Ψ(z, t) = cos θE(z, t) −
sin θσgu(z, t).

In the tripod configuration Fig 6.3b (defined as tripod-type linkage pattern
in [128] two control fields Ωu and Ωd create two DSPs, Ψu(z, t) and Ψd(z, t).
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The response of the system is then given by a linear combination of the two
DSPs also known as the tripod DSP,ΨT = αΨd + βΨu, with Ψd(u)(z, t) =
cos θd(u)E(z, t)− sin θd(u)σgd(u)(z, t) [127].

6.2.3 JR dynamics with DSPs

To mimic the Dirac equation (6.1), the first step is to create a two-level system.
Each level of this system can be an independent Tripod DSP state. The
interaction between these two tripod DSPs needs to be engineered to follow
the 1+1 Dirac Hamiltonian. This can be achieved within two steps: 1) If
the tripod DSPs have opposite k-vectors, the spatial variation of the two-level
system along the z-axis couples to the Pauli’s z-matrix. Assuming two pairs
of counterpropagating control fields, see Fig 6.3c solid and dashed lines, the
evolution of the two probe fields E+(z, t) and E−(z, t) can be derived as [128]:

(∂t − vgσz∂z)
(
E+(z, t)
E−(z, t)

)
= ig2

ε(Ω
−1)2Nσz

δ

2

(
E+(z, t)
E−(z, t)

)

where Ω =

(
Ω+
d Ω+

u

Ω−d Ω−u

)
. Without the two-photon detuning, the R.H.S of

the equation equals zero which is the special case of two independent tripod
DSPs. Even after applying the proper two-photon detuning, it is the Ω matrix
that allows a coupling term proportional to Pauli’s x- or y-matrix to correctly
mimic a 1+1 Dirac Hamiltonian. By individually manipulating the parameters

of the control fields, Ω = Ω

(
1 i
i 1

)
= Ω(1 + iσx) which results in

i~(∂t − vgσz∂z)
(
E+(z, t)
E−(z, t)

)
= ~

g2
ε

2Ω2
Nσy

δ

2

(
E+(z, t)
E−(z, t)

)
. (6.5)

It is possible to derive a similar equation for the atomic operators σ±(z, t) =
1√
2
(σgu ± iσgd), thus constructing an equation for spinor of slow light (SSL)

object Ψ =
(

Ψ+

Ψ−

)
as:

i~∂tΨ =
(
i~vgσz∂z +meff0v

2
gσy
)

Ψ (6.6)

with Ψ±(z, t) = cos θE±(z, t) − sin θσ±(z, t) and θ = arctan(
√

g2N
Ω2 ) [121].

Equation (6.6) clearly resembles the Dirac equation (6.1) with the ‘speed of
light’ vg and mass meff0 = ~ δ

2
1
v2
g

sin2(θ). JR model is achieved by allowing the

effective mass to vary with z, which in turn can be achieved by controlling the
two-photon detuning as a function of z.
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6.3 Experimental Realisation.

6.3.1 Apparatus

The experiment was carried out in a 87Rb vapor cell as in Chapter 2. We em-
ployed two amplified external-cavity diode lasers (Toptica TA Pros) to address
the different atomic transitions. Acousto-Optical Modulators are used to pre-
pare the different detunings (Fig. 6.4 (b) ). Finally Si photodiodes (Thorlabs
PDA 10) are used to detect the output fields (Fig. 6.4 (c) )

6.3.2 Creation of tripod DSP.
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Figure 6.5: Storing and retrieval of light pulses for the simulation(a) The magnetic
field induces Zeeman splitting such that we see the different lambda systems produced
as shown.This shows the setup for storing. (b) The setup for retrieval. (c) A specific
detuning of the laser field are chosen to couple weakly to the other Zeeman splitted
levels as shown in lighter arrows in (a) and (b). (d) Pulse sequence of the experiment.

All the transitions used in the experiment are within the 87Rb D1 line. The
storage is based on EIT. The probe is stabilised using top-of-fringe locking to
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saturation spectroscopy of a Rb vapour cell and the control field is stabilised by
an optical phase lock loop to the probe field. The probe pulses E(z, t) with a
width of 400 µs is tuned to 5S1/2|F,mF = 1, 0〉 → 5P1/2|F ′,mF ′ = 1, 0〉 (|g〉 →
|e〉) (with detuning ∆ = 250MHz). The writing control fields (Ωu and Ωd) are
tuned at |F,mF = 2, 0〉 → |F ′,mF ′ = 1, 0〉 (|u〉 → |e〉 with detuning −δ/2) and
|F,mF = 2,−1〉 → |F ′,mF ′ = 1, 0〉 (|d〉 → |e〉 with detuning +δ/2)(see Fig.
6.5 a). The EIT lines have an average FWHM of 1.2 MHz [23]. We create
the tripod DSP ΨT in an atomic ensemble using EIT in the following way.
Firstly, three separated EIT systems are created by breaking the degeneracy
of the Rb atoms Zeeman sub-levels through applying a DC magnetic field B
(see Fig. 2a) with a δ/B ratio of 1.09 MHz/G.
Secondly, we isolate two of the EIT systems by using a single control laser that
is symmetrically detuned (±δ/2 = ±gdµBB/2) from the transitions |u〉 → |e〉
and |d〉 → |e〉, effectively forming two control fields Ωu and Ωd (see Fig. 2b).
Lastly, we send a pulse of light (E(z, t)) undergoing tripod DSP dynamics due
to Ωu and Ωd, thus creating the components of ΨT (Ψu and Ψd). We calibrate
the coherence of this tripod scheme by storing ΨT and retrieving it using a
co-propagating control field (ΩR) coupled to the |g〉 → |e〉 transition. The
retrieved tripod DSP (Ψ

′
T ) has two components, Ψ

′
u and Ψ

′

d with a frequency
difference δ = ωue − ωde. We find a suitable δ by choosing a magnetic field B
that maximizes the beat note in the retrieved mode.

The tripod DSP ΨT is created using Ωu and Ωd. The time sequence of the
creation of ΨT and the readout of Ψ

′
T is shown in Fig.6.5(d). ΨT is stored

for 2µs after which it is mapped onto E
′

d and E
′
u using ΩR. ΩR is tuned to

|F,mF = 1, 0〉 → |F ′,mF ′ = 1, 0〉 (|g〉 → |e〉). Polarisation elements supply
42 dB of control field attenuation (80% probe transmission). We measure the
optical component of Ψ

′
T showing the detuning δ between E

′

d and E
′
u in the

form of a beat note (with frequency δ) which is controlled using B.

6.3.3 Measurement of 1+1 Dirac Dynamics.

Once suitable atom-light detunings are chosen, we proceed to create the SSL
Ψ. We use two control fields (Ω+

u and Ω+
d ) co-propagating with the probe

E(z, t) and two additional counter-propagating control fields Ω−u and Ω−d (see
Fig. 6.5a). The created SSL components Ψ± are then stored for 2µs. During
storage, the interaction of Ψ+ and Ψ− follows the Dirac dynamics outlined by
equation 6.6.

After storage, these dynamics are mapped onto the SSL components Ψ
′±

by applying the counter-propagating control fields Ω+
R and Ω−R (see Fig. 6.5 b).

We detect the optical form of Ψ
′± (E

′±(z, t)) simultaneously in independent
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photo-detectors.
We vary the storage time for fixed two-photon detuning, thus changing

the interaction time between the SSL components. Each pair of correlated
experimental points is obtained by measuring the respective storage of light
signals, integrating its total energy for varying storage time. We observe cou-
pled oscillations for the intensities retrieved in each direction, |E ′+(z, t)|2 (blue
dots) and |E ′−(z, t)|2 (red dots) in Fig. 6.6, as expected from the usual Di-
rac dynamics coupling the two components of the spinor. Most importantly,
the frequency of the oscillation is changed by varying the two-photon detu-
ning, which testifies to the coherent nature of the process (see Fig. 6.6a and
b). We note that similar oscillations between SSL frequency components have
been shown in previous studies [129]. However, in our implementation, the
two spinor components correspond to different propagation directions, which
is the key design element for engineering Dirac dynamics. In its essence, our
implementation is closely related to the behaviors predicted to be observed in
a highly correlated quantum gas of photons in 1-Dimensional nonlinear optical
fibers [130]. In their proposal, two counter-propagating DSPs create a spatial
Tripod DSP affected by a Kerr field while in our case two counter-propagating
Tripod DSPs couple to each other and create the dynamics.

We benchmarked the aforementioned results against numerical solutions of
the 1+1 dimensional Dirac equation of the form (including a coherence decay
rate γ to account for losses in the real experiment):

i∂tΨ =
(
ivgσz∂z +meff0v

2
gσy − γ

)
Ψ,

with the initial condition Ψ0 = (Ψ+
0 ,Ψ

−
0 ) extracted from the shape of the

original SSL right after storage. The solid lines in Fig.6.6c and d represent the
numerical simulation with fixed vg = 1.0cm/µs, meff0v

2
g = 3.3∗ δ and γ = 0.3.

In this work, the magnetic field intensity has a lower and an upper band limit.
To avoid creating any higher order DSP dynamics, the magnetic field needs
to be large enough to remove one of the EIT lines from the intersection of
the other two lines as it is demonstrated in Fig. 6.5a. Additionally, the field
must remain small enough not to eliminate the cross-talk between m=-1 and
m=0 EIT lines. As storage time is increased, the SSL components lose their
mutual coherence, and thus the experimental data begins to deviate from
the theoretical prediction. Nonetheless, these measurements provide strong
evidence that the SSL dynamics follows that of relativistic particles. The
main deviation from the numerical prediction happens as the control field
coupling terms are not forming a perfect Omega as depicted in section 6.2.3.
In this implementation, especially due to use of imperfect optical elements, the

102



3 4 5 6
Storage time ( s)

In
te

ns
ity

 (a
.u

.)

3.5 4 4.5 5 5.5 6
Storage time (µs)

In
te

ns
ity

 (a
.u

.)

b)

a)

Figure 6.6: Dirac dynamics using SSL. Evaluating |E±′ |2 for each τ results in an out of
phase oscillation between the forward (blue dots) and backward (red dots) components
of the SSLs. We plot the experimental data for δ = 350kHz (a) and 700kHz (b). Solid
lines in (a) and (b) corresponds to numerical solutions of the SSL Dirac equation (eq.
6.6).
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Figure 6.7: (a)Evaluating |E±′ |2 for each τ for the JR experiment for the forward (blue
dots) and backward (red dots) components of the SSLs. (b) Numerical estimation of
the overlap of the phase based on experimental parameters. (c) Reconstructed temporal
wave-functions for the different experiments. Coupled Dirac-Spinors oscillating(Red and
Blue). Decaying uncoupled DSP (dotted line) (d) The spatial location of initial SSL
components Ψ+

0 (blue) and Ψ−0 (red) together with φ(z) (green) in the cell. Magnetic

gradient (purple). (c)
∫
dzΨ†0ψzero as a function of the phase between Ψ+′ and Ψ−

′
.

Omega is not symmetric. This results in higher order coupling terms which
modulate additional oscillations, highlighted in Fig. 6.6.

6.3.4 Relativistic dynamics with topological behaviour.

Having built an analog Dirac simulator, we now move to mimic the JR model.
To engineer meff (z), we use a spatially varying magnetic field changing the
two-photon detuning along the propagation axis of the light. Instead of the
hyperbolic tangent function, we choose a linearly-varying mass profile, which is
created by applying a linear magnetic field (purple line, Fig.6.7d) and perform
experiments akin to our previous section. In this case, the zero-mode takes
the form of a Gaussian (green line, Fig.6.7d). Figure 6.7a shows the obtained
results.

This result has been benchmarked against a numerical solution of the

modified Jackiw-Rebbi model with γ =

(
γ1 0
0 γ2

)
and meff (z)v2

g ∝ δ =

(0.745MHz
cm

(z − 2.5cm) + 0.35MHz) The solid lines in Fig.6.7a (red and blue)
represent the numerical solution with Φ = π. The observed inhibition of os-
cillations is consistent with the initially occupied zero-mode [122], although
the dynamics do not follow that of the JR model exactly because of the vastly
different values of γ1 and γ2. This is because the two spinor components Ψ+′

and Ψ−
′

couple to a magnetic field insensitive and a magnetic field sensitive
EIT line,respectively (see Fig. 6.5a) [131]. This effect currently limits the
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simulation time to about 2µs. Even though this is enough time to observe the
zero-energy mode, there are two approaches to increase the coherence time of
the simulator. Following a similar physics, each tripod DSP can be created
using two excited states corresponding to 87Rb D1 and D1 transition lines.
Doing so allows the use of two central EIT lines (i.e., magnetic field insensi-
tive lines) for both the forward and the backward components of the SSLs.
Additionally, anti-relaxation coated vapor cells can be used to increase the
effective coupling between the two modes by at least one order of magnitude
as it was shown in [23]. Implementing both of these techniques will increase
the coherence time of the simulator to above 50µs.

As a further evidence of the initially occupied zero mode, we also calculate
the overlap of the experimentally extracted Ψ0 = (Ψ+

0 ,Ψ
−
0 ) (red and blue

lines in Fig.6.7 a, measured at 1.5 µs storage time) with the zero-mode spinor:∫
dzΨ†0ψzero. In Fig. ??b, we plot this overlap for different values of the global

phase between the SSL components, Φ Noticeably, the best overlap of ∼ 80%
is also obtained for Φ = π, which supports our claim that Ψ0 was prepared in
the zero-mode.

6.4 Discussion

We have experimentally demonstrated the realization of a controllable coupling
between two counter-propagating SSL components, simulating the dynamics
of a relativistic massive fermion in a 1+1 Dirac equation. By adding a static
background bosonic field (via the use of a magnetic field gradient), we have
also simulated the celebrated Jackiw-Rebbi model. We have benchmarked our
work with theoretical simulations by carefully reconstructing the initial SSL
wave functions and using them in a numerical solution of the corresponding
Dirac and JR differential equations. These values are then compared with the
experimental data achieved by varying the storage time, showing an excel-
lent correlation within the coherence time of the atoms. Lastly, we have also
measured signatures of the JR zero-mode by observing the inhibition of the
oscillation between the spinor components as predicted by the theory.

We consider our experiment to be an important first step towards more
complex quantum simulations with many quantum relativistic particles. Pos-
sible extensions include the study of the Klein paradox [132] or the MIT bag
model [133] by using coupled light-matter SSLs. Moreover, as slow light pola-
ritons can be made to interact strongly, our work provides a pathway towards
analog simulators of complex phenomena described by interacting quantum
field theories. Possibilities include the simulation of: charge fractionalisation
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in bosons[134], the interacting random Dirac model [135] and the renorma-
lisation of mass due to interacting fermions [136]. Furthermore, interacting
relativistic models such as the famous Thirring model [137] are now within
experimental reach. As many of these important QFT predictions are only ad-
dressable using high energy experiments, this new breed of light-matter room
temperature simulators will be an exciting tool to reach unexplored realms of
physics.

6.5 Conclusion

In this chapter, I showed how we used our room-temperature light-matter in-
terface to simulate the Dirac and Jacki-Rabiw models. We consider our expe-
riment to be an essential first step towards more complex quantum simulations
with many quantum relativistic particles. Adding interacting quantized modes
from the double cavity node adds richness to the platform, that isn’t available
to competing platforms. This also enables connection through the network
infrastructure we built, which might lead to distributed quantum simulators.
In the next chapter, some of the groundwork to have interacting and nonlinear
modes in the double cavity setup is presented.
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Chapter 7

Towards double cavity-EIT

7.1 Introduction

As we’ve seen in the previous chapter once certain technical difficulties can be
sorted out, we would be able to lock the cavities and measure vacuum Rabi
splitting. The simulation shown at the end of Chapter 5 explains how the
collective action will be used to enhance the single-atom coupling. This chapter
will cover the road to measuring simultaneous double cavity interactions.

7.2 Double Cavity Simulation

For the simulation of two cavity coupling, the level diagram is shown in Fig.
We start with the following single atom, two photonic mode Hamiltonian:

H = Hatom +Hlight +Hlight-atom +Hdriving field (7.1)

H = (∆A + δA)σ11 (7.2)

− δA(a†a)− δB(b†b) (7.3)

+ gAaσ
†
12 + g∗Aa

†σ12 + gBbσ
†
12 + g∗Bb

†σ12 (7.4)

+ EAa+ E∗Aa
† + EBb+ E∗Bb

† (7.5)

(7.6)

with the δA,B is the detuning between the probe-laser and Cavity A,B ∆A,B

is the cavity-atom detuning for Cavity A, B. EA,B is the normalized pulse
strength of the coherent driving fields.

We simulated the non-linear response of the two cavities in the following
way. Using codes that follow the same principles as [138], we numerically

107



Figure 7.1:

Level Scheme of two VRS cavity simulations. δA,B is the detuning between
the probe-laser and Cavity A,B ∆A,B . The curves represent the transition
the cavity is coupled too and the blue (B) and red (A) represent the two

coherent driving fields.

solve the Hamiltonian through the Lindblad formalism. The disipative terms
that are included are cavity decay, atomic decay. The change in absorption
and dispersion are found from the calculated density matrices. The master
equation is

ρ̇ = −i[H, ρ] + κA(2aρa† − a†aρ− ρa†a)

+ κB(2bρb† − b†bρ− ρb†b
+ Γ21(2σ13ρσ

†
13 − σ22ρ− ρσ22)

+ γ22(2σ22ρσ
†
22 − σ22ρ− ρσ22) (7.7)

The dynamics are found by finding the steady-state dynamics ρ̇ = 0 for
different values of probe-cavity detuning of Cavity A (δA).

In Fig. 7.2 an example of the results are shown. If Cavity B is detuned
and the transmission is plotted for different values of probe-cavity detuning of
Cavity A (δA), an asymmetric change in the Vacuum Rabi responses are seen.

The asymmetric AC stark shift given by a detuned cavity in the other
cavity spectrum shows how one Fabry-Perot cavity influences the other and
can be exploited for tunable cavity resonances.

One significant observation is how the light in Cavity B becomes absorbed
close to these new resonances of Cavity A.
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Figure 7.2: The normal mode splitting shown in both cavities. Only detuning of the
one cavity is changed. The graph predicts a change in the symmetry of the VRS in that
cavity mode and the new frequency dependence in the transmission in the other cavity.

7.3 Increasing interaction time

The important question that arrives with these systems are the different time-
scales involved. The importance of time-scales is beautifully explained by
Kimble [139]. The coherent transfer of the Hamiltonian between the atoms
and cavities happen at g−1

A and g−1
B , while the incoherent decay out of the

system happens at the time-scales of Γ−1 and κ−1
A andκ−1

B .
For the strong coupling regime where the goal is to have many coherent

events before the photon decays out of the system, a strict requirement of
having g � κ,Γ is required.

However, since we are investigating a different part of the cooperativity
parameter space, the relevant time-scale is the time that the same collective
atomic coupling with collective gN stays coupled to both cavities. This question
will guide future investigations in this system.

The primary way we would like to proceed is by using the slow-light me-
chanism we have been very successful in, namely EIT.

By slowing down the light in the cavity, we believe the interaction time
effectively increases.
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Figure 7.3: Experimental Set-up of MOT EIT. The control fields and probe fields were
co-propagating in the MOT EIT experiments. Reproduced from [108]

7.4 Measuring EIT in MOT

Before adding the cavities to the MOT system, EIT experiments were done
with the MOT alone. These results are extensively talked about in the thesis of
Zak Burkley [108] and just a concise summary of the results will be presented
here.

In Fig, 7.3 the experimental setup of a characterization of EIT is shown.
The EIT control and probe fields are co-propagating through the vacuum cell.
Two photodiodes are used to detect the two signal.

The pulse sequence of the first experiments is shown in Fig. 7.4. After the
cooling fields are switched off an EIT peak is visible.

Different detunings of the probe give the graph in Fig. 7.5. The two peaks
in the profile were found to be Zeeman level splitting due to stray magnetic
fields. Using compensation coils, this was corrected as shown in Fig. 7.6.

Finding that a current of 1.5A gives only one peak, we can see that we are
able to get EIT in our setup.

7.5 Double Cavity overlap measurements

7.6 Cavity EIT simulations

The results in the previous sections, gives confidence in simulating what can
be seen when EIT is added to a two-cavity coupled system. The Hamiltonian
is similar to before but the lasers are incident on different transitions and a
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Figure 7.4: EIT peak seen in MOT setup. Pulse sequence shows how coils and
cooling fields are switched off and afterwards a peak of transmission is seen. The
difference between the blue and red traces shows the EIT transmission peak. Adapted
from [108]
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Figure 7.5: EIT vs Probe Detuning. Approximately 100 measurements of the kind in
Fig. 7.4 is used to construct this graph for different probe detunings. Two absorption
peaks are seen. Reproduced from [108]
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Figure 7.6: Control of the EIT peaks using compensation coils. a) Shows how the
probe field was scanned in order to see EIT peaks. b) By applying extra magnetic fields
Zeeman splitting effects are cancelled. Reproduced from [108].
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Figure 7.7: Result of simulating two cavity experiment with the EIT Hamiltonian.

control field is present.

H = Hatom +Hlight +Hlight-atom +Hdriving field +HControl field (7.8)

H = (∆A + δA + δC)σ11 + (∆B + δB)σ44 + δCσ33 (7.9)

− δA(a†a)− δB(b†b) (7.10)

+ gAaσ
†
13 + g∗Aa

†σ13 + gBbσ
†
24 + g∗Bb

†σ24 (7.11)

+ EAa+ E∗Aa
† + EBb+ E∗Bb

† (7.12)

+ ΩCσ23 + Ω∗Cσ23 (7.13)

The cavity EIT spectrum shown in 7.7 show a dispersion engineering that
can lead to phase shifts that are not given by the anharmonic latter of the
cavity.

The graph only shows the detuning of the one cavity. The effect on the
transmission of the second cavity indicates that there is a reversible change
between the two atoms and resonators.

Moreover, the influence of a higher number of atoms should be considered
and the impact of having the cavities crossed.
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7.7 Current overlap measurement

7.7.1 Experimental Setup

Starting from the setup as described before, the only difference is that the two
cavities had to be scanned in a way that was tractable to handle the overlap
with software. The one cavity was scanned at 10Hz, the other at 100Hz and
with similar amplitudes.

The two function generators were synchronized to two different channels
in our pulse delay unit. This gave us the ability to get 200 pulses with 170
and on and 30 off and a wider gap in pulses for triggering.

The pulses were then measured using the SPCMs as before. The results
were sent to a Matlab script that sorted the different triggering positions and
then folded the slow horizontal peaks and on top of each other.

The positions of the smaller peaks were then identified to be relative to
the slow-scanned peaks. The averages of the overlapping points and non-
overlapping points were separately calculated.

7.7.2 Results

The results of this can be seen n in the figure 7.8. The red data points show the
overlapped points, and the black points show no overlap. From these results,
no effect of the overlap could be discerned.

7.8 Discussion

There are many possible reasons for this. Chiefly at that point was the strength
of the vertical coupling. However, the geometric questions that were raised are
illustrated in the following picture.

When considering the mutual coupling, one has to look at the overlap
region in space that would be part of the experiment. The results very spe-
cifically depend on where the two beams intersect in the combination of the
cloud.

Moreover, some atoms are only coupled to individual cavities. If this num-
ber of atoms are more than each other or a larger number than that of the ones
that are doubly coupled, we cannot see what the output would be. Any effect
of the overlap would be washed away by these effects. This idea is illustrated
in Fig. 7.9.

To address this issues, a few strategies need to be followed.
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Figure 7.8: The null result of difference between overlapped (red) and nonoverlapped
(black) points is showned in these graphs.

Figure 7.9: Not all atoms in the MOT will be coupled to both modes
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More understanding of the nature of such a routing effect can be obtai-
ned doing some more simulation. Mainly, the type of scattering models that
were presented in the previous chapter can be very illustrative, since they do
not concern with the large Hilbert spaces that are required for the quantum
treatment of the problem.

However, it would also be good to get some more experimental understan-
ding to the question.

Chief among this would be to implement two-dimensional imaging of the
MOT in which one can understand what happens to the atomic cloud when
both standing waves are present. Using off-resonant light can increase this
visibility.

Locking the two cavities will allow lower photon number experiments and
better statistical analysis with post-selection.

7.9 Conclusion

In this chapter, I showed how using simple model Hamiltonians and numerical
simulations we can predict effects for our double cavity system for s two-
level system and a double cavity EIT system. EIT was realized in the MOT.
Measurement of simultaneous cavity probing was taken. All of these show that
we are on our way to measure experimental results to test the impact of double
cavity EIT. In the final chapter, a more long-term vision will be presented to
wrap-up all the parts of the thesis.
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Chapter 8

Outlook

The pinnacle of this thesis was the experimental results of the world’s first
magneto-optically trapped ensemble atoms coupled to two crossed optical re-
sonators in Chapter 5. This new type of interface will open many different ave-
nues of research for the fundamental understanding of atom-cavity coupling,
quantum simulation, non-linear interactions, and quantum simulation. In the
near future, we can expect to use the bi-directionality of the interface between
it and our memories for it to act as a new kind of light source [54, 111, 140],
characterize it with csQPT (Chapter 3) and investigate non-linear interactions
(Chapter 7). Once nonlinearities can be manipulated, we can extend our work
on quantum simulation (Chapter 6) and examine models such as the Thirring
model [141]. In the long run, these improvements in the cross-cavity node and
the quantum memory infrastructure I helped develop (Chapter 2), will help
propel quantum network technologies from the lab-based systems available
today, towards small, scalable functional quantum networks.

Many different research questions need to be answered to achieve these
goals. Some new and interesting problems involving maximizing the number
of atoms that are simultaneously coupled still need to be solved. Moreover, the
resulting some interactions need to be characterized and compared to theory,
and I believe some fascinating question regarding cavity-atom coupling can be
understood better [114, 99].

A large part of the thesis described the design and building of the atomic
and optical elements of the double cavity experiment. Many technical diffi-
culties remain, chief of which is the cavity locking and multiple dimensional
imaging. As with any new technology, solving these problems will lead to
innovative new solutions that can be used in other areas.

Furthermore, our focus on quantum networks compels us to connect our
cross-cavity node to our quantum memories. In the near term, this can be done
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in different ways as shown in 1.2 in Chapter 1. Our confidence in connecting
our devices comes from how, in Chapter 2, I explained how our memories
achieved > 90% fidelity and exhibited shot-by-shot operation for random po-
larization state, over a 20m free-space link [55].

One idea would be to combine many elements presented and set up ex-
periments such as the one shown in Fig. 8.1. Here the quantum simulation
platform of Slow Light Spinors (Chapter 6), combined with sources that create
quantized modes of light and interact with the cross-cavity system through en-
gineered interactions (Chapter 7). The results are analyzed using homodyne
detection (Chapter 3) the extension of the csQPT research toward more that
one mode has already started and combines new technologies such as machine-
learning and high-performance parallelization. The simplicity and robustness
or this characterization procedure would make it ideal for the facilitation of
practical quantum optical gates into future networks and provide a universal
tool for the characterization of multi-state quantum components.

Blue Light 
Source

OPA Cavity

Quantum States of light

Modulated quantum states

Blue Light 
Source

OPA Cavity

Local Oscillator

NPBS

Local Oscillator

NPBS

pg

sg

Figure 8.1: Experiment combining components shown in thesis. The double cavity
experiment is shown (Chapters 4,5 and 7). The simulation protocol is the same as
Chapter 6. The homodyne detection will follow the work shown in Chapter 3.

We have started using SSL to simulate the Dirac and Jacki-Rabiw models
which we hope will lead to quantum simulations of many relativistic quan-
tum particles. The Thirring model can be simulated by a system in which
nonlinearities can be generated to mimic interactions between bosons [141].
Even though our current system only allows for Fermi interactions between
two particles at a time, you can imagine that connecting more that one quan-
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Figure 8.2: State of the art hybrid memory-photon experiment. Four light-matter inter-
faces are shown. Picture from [140]

tum simulator we can create a statistical sample and do experiments that more
closely represent practical many-body systems. An exciting intermediate way
to do this, before more than one simulation node exists, is to store the result
of the first experiment in a quantum memory and discretize the simulation.

The other direction is using the cross-cavity node as a photon source using
the well-known DLCZ protocol [54, 111, 140]. Currently, the is the state of
the art system that uses cavity enhanced DLCZ photons is shown in Fig. 8.2
reproduced from [140]. It is being used to entangled three photons, an essential
resource in photonic quantum network proposals [140, 142].

This system has three (3) quantum light-matter interfaces.
In photographs, the devices that were presented in this thesis and that I

have helped create are shown in Fig. 8.3. If one counts the number of quantum
light interfaces, considering that each quantum memory uses a dual-rail setup
to store polarization, ends up to be six (6). Double the current state of the
art!

In just five years, our room-temperature quantum memories have reached
ultra-low noise operation [23]. This gives me the confidence to predict that
in the next few years, by using cavity enhancement from our cross-cavity ex-
periment, and interfacing with our room-temperature quantum memories, our
system will be able to compete with systems with significantly more technical
overhead.
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Figure 8.3: In our lab if counted for each rail, the memories account for 4 light-matter
interfaces. The double cavity node accounts for 2. This presents a network that should
be interconnect in a few years of 6 light-matter interfaces.
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