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What is a model?  
“An opinion, embedded in math” 
 (Cathy O’Neil, 2016, p. 21)
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2018 Annual Meeting Program

PROGRAM

8:00 AM - 12:00 PM EXHIBITS OPEN

AMBASSADOR

9:00 - 10:30 AM PLENARY III

REGENCY WEST

WEAPONS OF MATH DESTRUCTION AND THE ETHICAL MATRIX:

HOW TO EMBED ETHICAL CONSIDERATION IN BIG DATA CONTEXTS

In Weapons of Math Destruction: How Big Data Increases Inequality and Threatens Democracy,

Cathy O’Neil argues that algorithms used in big data analysis are deciding society’s winners and

losers. After explaining the biases inherent in algorithms, which determine which data are

collected and analyzed, Dr. O’Neil will address implications for the ethical training of graduate

students across all disciplines.

Presider: Phillip Harper, Dean, Graduate School of Arts and Science, New York University

Speaker: Cathy O’Neil, Author, Weapons of Math Destruction: How Big Data Increases

Inequality and Threatens Democracy

10:30 - 11:00 AM MORNING REFRESHMENT BREAK

AMBASSADOR

SPONSORED BY:

Drexel University

James Madison University

St. Bonaventure University

11:00 AM - 12:00 PM CONCURRENT SESSIONS

HOW MACHINE LEARNING WILL CHANGE GRADUATE ADMISSIONS
PALLADIAN

SPONSORED BY KIRA TALENT

From natural-language processors and photo recognition technology to self-driving cars and

virtual assistants, we are progressively teaching machines how to make our lives easier and help

us work faster. What does this shift mean for graduate enrollment? We'll explore how machine

learning will change the way we recruit, select, and enroll students, and how schools can start

preparing today for the technological revolution ahead.

Speaker: Lisa Armistead, Associate Provost, Graduate Programs, Georgia State University

Speaker: Emilie Cushman, Founder and CEO, Kira Talent

Speaker: Jerry Weinberg, Associate Provost, Research and Dean, Graduate School,

Southern Illinois University Edwardsville

NAVIGATING THE SEA OF SURVEYS

EMPIRE

Graduate deans often feel they are drowning in the demand for data. Therefore, they must

prioritize and strategically deploy various data collection efforts. Speakers will share ways for

graduate schools to effectively communicate findings with campus stakeholders, so that there are

tangible connections between their participation in studies and decision-making.

Speaker: Barbara Knuth, Dean, Graduate School, Cornell University

Speaker: Phillip A. Trella, Assistant Vice President, Office of Graduate and Postdoctoral Affairs,

University of Virginia

Friday, December 7, continued



COMMUNICATE Stakeholders discuss tradeoffs and 
perspectives

VISUALIZE Display and explore data, adjust inputs 
to algorithm, simulate outcomes

DECIDE Weigh the output, search, plan, predict    

LEARN Deep learning, ML (a black box) or 
something more transparent

PERCEIVE Data input (historical data), “Big Data,” 
hardware, the cloud

When people use technology for decision-
making, where might bias come into play?
 

The AI Technology Stack (Moore, 2018) 



Example:  Bias in Automated Decision Systems

Machine Bias in the
Northpointe COMPAS Algorithm:
What is the likelihood that someone 
arrested for an $80 misdemeanor) will 
commit another crime?

by Julia Angwin, Jeff Larson, Surya Mattu & 
Lauren Kirchner

 ProPublica, May 23, 2016

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


• Obtained records for 18,000 Broward Cty arrests (2013 & 2014)
• Input data: 137-Q COMPAS questionnaire upon being booked into jail

Joined these data with individuals’ race

ProPublica’s Method

Proxies!

  Recidivism algorithms do not use race in their ML models (illegal), 
but do use many variables correlated with race or neighborhood

When was the first time you were ever involved with the police?
Do any of your relatives have criminal records?
Are you employed?
How long have you lived in your home? How often have you moved?

https://www.documentcloud.org/documents/2702103-Sample-Risk-Assessment-COMPAS-CORE.html
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm


• Obtained records for 18,000 Broward Cty arrests (2013 & 2014)
• Input data: 137-Q COMPAS questionnaire upon being booked into jail

Joined these data with individuals’ race

ProPublica’s Method

Proxies!
N=3,175 N=2,101

  Recidivism algorithms do not use race in their ML models (illegal), 
but do use many variables correlated with race or neighborhood

When was the first time you were ever involved with the police?
Do any of your relatives have criminal records?
Are you employed?
How long have you lived in your home? How often have you moved?

Real risk, or biased?

https://www.documentcloud.org/documents/2702103-Sample-Risk-Assessment-COMPAS-CORE.html
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm


ProPublica’s Method
• Obtained records for 18,000 Broward Cty arrests (2013 & 2014)
• Input data: 137-Q COMPAS questionnaire upon being booked into jail
• Compared predictions with outcomes (ground truth) over 2 yrs
• COMPASS was 61% correct in predicting nonviolent recidivism
• For 7,000 inmates, error rate was roughly equal for Blacks & Whites (39%),  

 so were “well-calibrated”—a common way of defining “fairness”
• BUT Whites were misclassified as low risk twice as often as Blacks
• and Blacks were misclassified as high risk twice as often as Whites

      Black Defendants White Defendants
False Positive Rate      (no +crime) 44.85%  23.45%
False Negative Rate    (+crime)  27.99%  47.72%

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.documentcloud.org/documents/2702103-Sample-Risk-Assessment-COMPAS-CORE.html


Where is the bias in COMPAS?
• In the input data (PERCEIVE) – with the use of proxies.             
Ignoring race does not factor it out, but can amount to colorblind racism.
• In the algorithm (LEARN) – “well-calibrated” does not mean “fair.”
• In its use for decisions – COMPAS was designed to predict recidivism, but  

has been used for sentencing (even Northpointe agrees this is misguided).
• Policy issue: The biases in COMPAS could be deployed differently:
• For EVIL: Risk scales filter individuals by a flawed notion of risk to society (unfair).
• For GOOD: Needs scales can measure the needs of stakeholders, inform case 

plans, and identify opportunities for intervention and anti-recidivism support 

DECIDE

LEARN

PERCEIVE



Jennifer Richeson & 
colleagues (2019)

Bias exists simultaneously on multiple levels: 
Data vs. What People Think about Data

( The Ground Truth)



This is why history – another word for data – 
is so very important!

Now, back to the story of our traineeship....

Why are there so few women in our computer science classes?



Why are there so few women in our computer science classes?
One 

program’s 
challenge 

can be 
another 

program’s 
solution.

(SBU 2019 data)

Where are the data scientists?



Data-Centered Sciences Human-Centered Sciences

AI Certificate
CS Bridge Courses



Our NSF Research Traineeship – A timeline
  Feb 6, 2019 – First proposal submitted. Good pedagogical model, but weak theme.

  July 2019 – Declined (encouraging but critical reviews; but proposal was not even discussed) 

  Early 2020 competition – Sat this one out; we missed SBU’s internal competition deadline 
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This project is based on work 
supported by NSF Grant # 2125295 

For more info and to apply as 
a trainee, visit our website!  

B I A S  
Detecting and Addressing 

in Data, Humans, and Institutions 

Email BIAS_NRT@stonybrook.edu or 
Project Coordinator, Kristen Kalb-
DellaRatta, Kristen.kalb@stonybrook.edu 

 

presents 

Upcoming Drop-In Session Dates: 

9.29.22, 10-12 PM: ¬Humans: Biased by Nature­  
Dr. Brennan (PSY) and Fellow, Carl Wiedemann (PSY) 

10.12.22, 530-730 PM: ¬Gender Biam in STEM­  
Dr. Brennan (PSY) and Dr. Ramakrishnan (CS) 

Z o o m  d e t a i l s  t o  b e  s h a r e d  u n d e r  t h e  E v e n t s  t a b  o n  o u r  w e b s i t e !  

 

Research Practicum 
Zoom Drop-Ins 

Are you a PhD student interested in the 
Bias Traineeship, but are nop mqre whap ip¯m 
all about? The Bias-NRT Team invites you 
po ¬drop-in­ via Zoom on select Research 
Practicum seminars this semester.  

Engage with our trainees and faculty and 
learn about new topics related to bias! 

 



Our NSF Research Traineeship – A timeline
  Feb 6, 2019 – First proposal submitted. Good pedagogical model, but weak theme

  July 2019 – Declined (encouraging but critical reviews; but proposal was not even discussed) 

  Early 2020 competition – Sat this one out; we missed SBU’s internal competition deadline 

  Oct 2020 – With our new (bias) theme, we were selected in SBU’s internal competition

  Feb 25, 2021 – Second proposal submitted

  May 27, 2021 (Memorial Day holiday weekend) – We made NSF’s short list.  With only a week to 
respond to a set of questions, we were able to flesh out our model and add a Human-Centered Data 
Science certificate to our curriculum.

  July 12, 2021 – Funding recommended by NSF!

  Sept 1, 2021 – Project start date (unexpectedly, a month early)

  August, 2022 – First cohort of 11 NRT trainees admitted (from 7 graduate programs, 5 depts)

  July, 2023 – Second cohort of 13 NRT trainees admitted (from 9 programs, 7 depts)



This project is based 
on work supported by 
NSF Grant #2125295

WS
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Psychology

Computer 
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Features of the 
Traineeship Model
Convergent Research Practica

Data Science Internships
Cohort-based Training

Bridge Courses
2 Certificates

34 Funded Trainees
34 Non-Funded Trainees
Alan Alda Center Courses

Cross-Disciplinary Mentoring 
Travel funds



CONVERGENT RESEARCH PROJECTS
• Post-Conviction Project – with data from the National Registry of 

Exonerations and advisors from the Innocence Project’s Network  
• Bias in Large Language Models (especially gender bias; several projects)
• Bias in Facial Emotion Recognition (clinical applications)

COHORT 1



Post-Conviction Project
• Partners: Domain experts (including 4 Innocence Organizations) 
• The National Registry of Exonerations – Public facing database with 

~3,200 exonerations since 2012; continuously updated
• Explore factors underlying wrongful conviction and successful exoneration; 

categorize cases (latent classes) and make predictions
• Ask: How can complex data analyses be made more transparent? (decision-trees)
• Recently submitted our first paper to the Just Data Conference 

• Next steps: 
• Observe intake staff making decisions under uncertainty and with incomplete data – 

(1) whether an applicant can be shown to be factually innocent, and (2) whether the 
organization has the resources to help

• Create and test data-intensive tools to support transparent decision-making and 
communication for Innocence Project staff

• Identify biases at different stages of the conviction and exoneration processes

COHORT 1



COMMUNICATE Stakeholders discuss tradeoffs and 
perspectives

VISUALIZE Display and explore data, adjust inputs 
to algorithm, simulate outcomes

DECIDE Weigh the output, search, plan, predict    

LEARN Deep learning, ML (a black box) or 
something more transparent

PERCEIVE Data input (historical data), “Big Data,” 
hardware, the cloud

Where is the bias?  In the context of use. 
Let’s extend the AI technology stack.



COMMUNICATE Stakeholders discuss & adjust tradeoffs, 
perspectives, and decision policies 

QUERY, VISUALIZE Display & explore data, adjust inputs, 
simulate outcomes, make transparent

DECIDE Weigh the output, search, plan, predict; 
put humans in the loop!   

LEARN Deep learning, ML (a black box) or 
something more transparent

PERCEIVE Input (historical data), “Big Data,” 
hardware, the cloud; curate the data

Put humans in the loop

Data

Actions



 Bias-blindness ignores the strong historical impacts of bias 
 Historical impacts are embedded in our institutions and infrastructure 

(redlining; property tax school funding; healthcare algorithms; and 
even the LI highway system)

 Color- (or gender-) blindness makes Whiteness (or maleness)             
the norm, and everyone else, the exception.

Addressing bias is even harder than detecting it.
 As scientists, we’re equipped to detect bias w.r.t. a particular context.
 It’s much more difficult to address bias; that depends on values, goals, 

policies, and the ability to effect change.  

1/12/20, 2'38 PMHow to Be an Antiracist: Ibram X. Kendi: 9780525509288: Amazon.com: Books

Page 1 of 20https://www.amazon.com/How-Be-Antiracist-Ibram-Kendi/dp/0525509283

Skip to main content

Books Politics & Social Sciences Sociology

Share  

How to Be an Antiracist and millions of other books are available for instant access. view Kindle eBook | view Audible audiobook

How to Be an Antiracist Hardcover –
August 13, 2019

by Ibram X. Kendi  (Author)

    230 ratings

 in Political Advocacy Books

Read with Our Free App

 

Free with your Audible trial

 

22 Used from $14.15
43 New from $10.66
2 Collectible from $29.95

Customers who viewed How to Be an Antiracist also viewed

Stamped from
the Beginning:
The Definitive
History of Racist
Ideas in America
(National Book
Award Winner)429

$15.29 
66 used and new
from $10.53

White Fragility:
Why It's So Hard
for White People
to Talk About
Racism

860

$12.24 
76 used and new
from $10.43

› ›

Purchased 1 time. 
You purchased this item on September 29, 2019. 
View this order

Buy New

FREE delivery: Tomorrow
Order within 8 hrs 36 mins

Susan - Saint James 11780

In Stock.
Ships from and sold by Amazon.com.

FREE One-Day
#1 Best Seller

 See all 4 formats and editions

Kindle 
$13.99

 Audiobook 
$0.00

Hardcover
$14.79

Great on Kindle

Great Experience. Great Value.

Qty: 1

Add to Cart

Buy Now

Books Advanced Search New Releases Best Sellers & More Children's Books Textbooks Textbook Rentals Sell Us Your Books

Whole Foods Kindle Books Prime Video

Susan's Amazon.com Help Browsing History

Best Sellers Find a Gift Today's Deals Buy Again

Gift Cards New Releases Books Coupons

Amazon Home Toys & Games Pantry

#FoundItOnAmazon Sell Amazon Business

Amazon Fashion Computers Beauty & Personal Care

Automotive Credit Cards Home Improvement

TV & Video Food & Grocery Your Pickup Location

Deliver to Susan
Saint James 11780​

 EN
Account & Lists
Hello, Susan Returns

& OrdersBooks

We can’t address bias by ignoring it



“The only way out of this morass—for all of us—is to stare at racial 
disparity unblinkingly, and then do what evidence and experts tell us is 
required to level the playing field and march forward together, 
collectively striving to achieve true equality for all Americans.” 

Judge K. B. Jackson’s dissent in 21–707, SFFA Inc. v. UNC, p. 26

We can’t address bias by ignoring it



How can we get to accountability for AI? 
Training in data science should include 

auditing datasets and algorithms for bias
• Auditing for bias should consider the algorithm’s broad contexts of use.
• It should involve stakeholders—not just developers and those with power.
• Establish clear and transparent standards, without COI (tech can’t monitor itself).
• Don’t ask if AI is good or fair—ask how it shifts power (Kalluri, 2020, Nature)
• See also Timnit Gebru et al.’s work (incl. Stochastic Parrot and Datasheets papers)
• Auditing adaptive algorithms is itself quite a research problem!  Policy and science 

need to work together on this.



Resources and Inspiration:



Thanks!

This project is based on 
work supported by NSF 
Grant #2125295


