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generating new knowledge, fueling innovation, and
dealing with society's most pressing problems.
However, "big data" and machine learning tools can
perpetuate biases that advantage some people, and
disadvantage others. This training project (NSF
2125295) bridges perspectives from the human-
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AbStra Ct Model Training Prompt | Precision (P) Recall (R) F1 Score (F1)

Hedges allow speakers to mark utterances as BERT Finetuned 0.883 + 0.015 0.934+0.012  0.908 + 0.010

.. . . GPT4o  Few-Shot List 0.613+0.027 0.848 £0.018 0.712 % 0.021
prOV|5|onaI, whether to S|gnal non- prototyplcallty or LLaMA-3 Few-Shot List 0.518 £0.035 0.799 +0.022  0.628 + 0.031

1\ : " : - - GPT-4o Few-Shot  BIO 0.014 £ 0.024  0.766 £ 0.036  0.616 + 0.030
fUZZIneSS / to Indlcate d |aCk Of Commltment to an GPT-4o Zero-Shot  List 0.430 £ 0.014  0.711 £0.004  0.536 + 0.012

I ihili GPT-4o Zero-Shot  BIO 0.436 +£ 0.026  0.618 £0.033 0.510 + 0.028
Utterance’ to attrIbUte responSIblllty for d Statement LLaMA-3 Few-Shot BIO 0.298 £ 0,018 0.625 £ 0.016  0.404 + 0.019

to someone else. to invite input from a partner or to LLaMA-3 Zero-Shot  BIO 0.167 £ 0.014  0.428 +0.019 0.240 £ 0.017
o ! . . { LLaMA-3 Zero-Shot List 0.274 £ 0.023  0.146 £ 0.010  0.190 £ 0.011
soften critical feedback in the service of face-
_ Table 2: Average performance metrics over the five folds with standard deviations for different models, training
management needs. Unlike humans, current LLMs methods, and prompt types, ordered by F1 score.
use hedges indiscriminately. Here we focus on
hedges in an experimentally parameterized from The BERT model greatly outperformed the commercial
A _ naturalistic storytelling dialogues (Galati and models, suggesting that additional experience with
i - 2 5 Brennan, 2010). First, we coded the corpus for naturalistic dialogues that contain hedges could improve
hedges. Then, we compared commercial LLMs commercial models. Our work paves the way for both
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A Computational Decision-Tree Approach to Inform Post-Conviction Intake Decisions
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Abstract

How might data analytic tools support intake decisions? When

faced with a request for post-conviction assistance, innocence — Recently approved by the State University of New Sﬁﬁf%“
organizations’ intake staff must determine (1) whether the it York (SUNY) and the New York State Education SIS =

Official

applicant can be shown to be factually innocent, and (2) whether e /T v N o fre= et e Dep?r.tmen:c (NYSED), the Advance_d Graduate
the Organization has the resources to he|p These d|ff|cu|t Murder Official Tue Co-Def i:g;ecrﬁr/ . Certlflcate N Human'centered Data SC|ence (HCDS)
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categorization decisions are often made with incomplete ke it T ey — R is now available for enrollment. Trainees, Fellows, and wested in them the Trustees of the Hniversity have confereed on
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information (Weintraub, 2022). We explore data from the " CCF‘,Dfdlcm;‘gi:) " Ofher b StUdeht.S g participgting Tina Belzad
National Registry of Exonerations (NRE; 4/26/2023, N = 3,284 depa.rtments are. eligible to enroll. The certificate 1 A e AT
exonerations) to inform such decisions, using patterns of features Above, a Decision Tree trained on exoneration data to predict trends associated with latent class reguwes 12-CIEdits .(four courses): two core data
associated with successful prior cases. We first reproduce Berube membership. This branch organizes cases marked as ‘murders.’ Depending on the features associated SCIencelcom_pUter >CICAIEE CORISES ?n_d two human-
et al. (2023)’s latent class analysis, identifying four underlying  with each case, the case is labeled as one of the latent classes. centered science electives. In addition to the 12- Ginen xt Stomy Braok, in the State af Keiw Yack, in the Hrited States of Amecisy

- : credits, all students enrolled in the HCDS certificate N honin Hoeutyfanr.
Fategorles across cases. We then apply a second technique to Bias-NRT Trainees and lead authors, Kalina Kostyszyn and Carl Wiedemann, | ’ oo th s i on the seuenteenth day of May too thousand fenty-four
increase transparency, decision tree analysis (WEKA, Frank et al., willcomplete the online LIt raining, ~Human %
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presented their paper, A Computational Decision-Tree Approach to Inform Post-
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into ordered flows of variables, with the potential to guide Movement conference on November gth, 2023, and were published in the trainees were enrolled in the certificate track and by K=t ' ;-‘;_"f»"'f;i\ [Reitarse £ Mecanmact
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intermediate steps that could be tailored to the particular Wrongful Conviction Law Review the semester’s end, four trainees had completed it. e 3ten B S ey
organization’s limitations, areas of expertise, and resources.
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